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PREFACE

Why this book on parallel scientific computation? In the past two decades, several shelves full of books have been written on many aspects of parallel computation, including scientific computation aspects. My intention to add another book asks for a motivation. To say it in a few words, the time is ripe now. The pioneering decade of parallel computation, from 1985 to 1995, is well behind us. In 1985, one could buy the first parallel computer from a commercial vendor. If you were one of the few early users, you probably found yourself working excessively hard to make the computer perform well on your application; most likely, your work was tedious and the results were frustrating. If you endured all this, survived, and are still interested in parallel computation, you deserve strong sympathy and admiration!

Fortunately, the situation has changed. Today, one can theoretically develop a parallel algorithm, analyse its performance on various architectures, implement the algorithm, test the resulting program on a PC or cluster of PCs, and then run the same program with predictable efficiency on a massively parallel computer. In most cases, the parallel program is only slightly more complicated than the corresponding sequential program and the human time needed to develop the parallel program is not much more than the time needed for its sequential counterpart.

This change has been brought about by improvements in parallel hardware and software, together with major advances in the theory of parallel programming. An important theoretical development has been the advent of the Bulk Synchronous Parallel (BSP) programming model proposed by Valiant in 1989 [177,178], which provides a useful and elegant theoretical framework for bridging the gap between parallel hardware and software. For this reason, I have adopted the BSP model as the target model for my parallel algorithms. In my experience, the simplicity of the BSP model makes it suitable for teaching parallel algorithms: the model itself is easy to explain and it provides a powerful tool for expressing and analysing algorithms.

An important goal in designing parallel algorithms is to obtain a good algorithmic structure. One way of achieving this is by designing an algorithm as a sequence of large steps, called supersteps in BSP language, each containing many basic computation or communication operations and a global synchronization at the end, where all processors wait for each other to finish their work before they proceed to the next superstep. Within a superstep, the work is done in parallel, but the global structure of the algorithm is sequential. This simple structure has proven its worth in practice in many parallel applications, within the BSP world and beyond.
Recently, efficient implementations of the BSP model have become available. The first implementation that could be run on many different parallel computers, the Oxford BSP library, was developed by Miller and Reed [140,141] in 1993. The BSP Worldwide organization was founded in 1995, see http://www.bsp-worldwide.org, to promote collaboration between developers and users of BSP. One of the goals of BSP Worldwide is to provide a standard library for BSP programming. After extensive discussions in the BSP community, a standard called BSPlib [105] was proposed in May 1997 and an implementation by Hill and coworkers [103], the Oxford BSP toolset, was made available in the public domain, see http://www.bsp-worldwide.org/implmnts/oxtool. The programs in the main text of this book make use of the primitives of BSPlib.

Another communication library, which can be used for writing parallel programs and which has had a major impact on the field of parallel computing is the Message-Passing Interface (MPI), formulated in 1994 as MPI-1, and enhanced in 1997 by the MPI-2 extensions. The MPI standard has promoted the portability of parallel programs and one might say that its advent has effectively ended the era of architecture-dependent communication interfaces. The programs in the main text of this book have also been converted to MPI and the result is presented in Appendix C.

I wrote this book for students and researchers who are interested in scientific computation. The book has a dual purpose: first, it is a textbook for a course on parallel scientific computation at the final year undergraduate/first year graduate level. The material of the book is suitable for a one-semester course at a mathematics or computer science department. I tested all material in class at Utrecht University during the period 1993–2002, in an introductory course given every year on parallel scientific computation, called ‘Parallel Algorithms for Supercomputers 1’, see the course page http://www.math.uu.nl/people/bisseling/pas1.html and an advanced course given biannually, see pas2.html. These courses are taken by students from mathematics, physics, and computer science. Second, the book is a source of example parallel algorithms and programs for computational physicists and chemists, and for other computational scientists who are eager to get a quick start in parallel computing and want to learn a structured approach to writing parallel programs. Prerequisites are knowledge about linear algebra and sequential programming. The program texts assume basic knowledge of the programming language ANSI C.

The scope of this book is the area of numerical scientific computation; the scope also includes combinatorial scientific computation needed for numerical computations, such as in the area of sparse matrices, but it excludes symbolic scientific computation. The book treats the area of numerical scientific computation by presenting a detailed study of several important numerical problems. Through these problems, techniques are taught for designing and implementing efficient, well-structured parallel algorithms. I selected these particular
problems because they are important for applications and because they give rise to a variety of important parallelization techniques. This book treats well-known subjects such as dense LU decomposition, fast Fourier transform (FFT), and sparse matrix–vector multiplication. One can view these subjects as belonging to the area of numerical linear algebra, but they are also fundamental to many applications in scientific computation in general. This choice of problems may not be highly original, but I made an honest attempt to approach these problems in an original manner and to present efficient parallel algorithms and programs for their solution in a clear, concise, and structured way.

Since this book should serve as a textbook, it covers a limited but carefully chosen amount of material; I did not strive for completeness in covering the area of numerical scientific computation. A vast amount of sequential algorithms can be found in *Matrix Computations* by Golub and Van Loan [79] and *Numerical Recipes in C: The Art of Scientific Computing* by Press, Teukolsky, Vetterling, and Flannery [157]. In my courses on parallel algorithms, I have the habit of assigning sequential algorithms from these books to my students and asking them to develop parallel versions. Often, the students go out and perform an excellent job. Some of these assignments became exercises in the present book. Many exercises have the form of programming projects, which are suitable for use in an accompanying computer-laboratory class. I have graded the exercises according to difficulty/amount of work involved, marking an exercise by an asterisk if it requires more work and by two asterisks if it requires a lot of work, meaning that it would be suitable as a final assignment. Inevitably, such a grading is subjective, but it may be helpful for a teacher in assigning problems to students. The main text of the book treats a few central topics from parallel scientific computation in depth; the exercises are meant to give the book breadth.

The structure of the book is as follows. Chapter 1 introduces the BSP model and BSPlib, and as an example it presents a simple complete parallel program. This two-page program alone already teaches half the primitives of BSPlib. (The other half is taught by the program of Chapter 4.) The first chapter is a concise and self-contained tutorial, which tells you how to get started with writing BSP programs, and how to benchmark your computer as a BSP computer. Chapters 2–4 present parallel algorithms for problems with increasing irregularity. Chapter 2 on dense LU decomposition presents a regular computation with communication patterns that are common in matrix computations. Chapter 3 on the FFT also treats a regular computation but one with a more complex flow of data. The execution time requirements of the LU decomposition and FFT algorithms can be analysed exactly and the performance of an implementation can be predicted quite accurately. Chapter 4 presents the multiplication of a sparse matrix and a dense vector. The computation involves only those matrix elements that are nonzero, so that in general it is irregular. The communication involves the components of dense
input and output vectors. Although these vectors can be stored in a regular data structure, the communication pattern becomes irregular because efficient communication must exploit the sparsity. The order in which the chapters can be read is: 1, 2, then either 3 or 4, depending on your taste. Chapter 3 has the brains, Chapter 4 has the looks, and after you have finished both you know what I mean. Appendix C presents MPI programs in the order of the corresponding BSPlib programs, so that it can be read in parallel with the main text; it can also be read afterwards. I recommend reading the appendix, even if you do not intend to program in MPI, because it illustrates the various possible choices that can be made for implementing communications and because it makes the differences and similarities between BSPlib and MPI clear.

Each chapter contains: an abstract; a brief discussion of a sequential algorithm, included to make the material self-contained; the design and analysis of a parallel algorithm; an annotated program text; illustrative experimental results of an implementation on a particular parallel computer; bibliographic notes, giving historical background and pointers for further reading; theoretical and practical exercises.

My approach in presenting algorithms and program texts has been to give priority to clarity, simplicity, and brevity, even if this comes at the expense of a slight decrease in efficiency. In this book, algorithms and programs are only optimized if this teaches an important technique, or improves efficiency by an order of magnitude, or if this can be done without much harm to clarity. Hints for further optimization are given in exercises. The reader should view the programs as a starting point for achieving fast implementations.

One goal of this book is to ease the transition from theory to practice. For this purpose, each chapter includes an example program, which presents a possible implementation of the central algorithm in that chapter. The program texts form a small but integral part of this book. They are meant to be read by humans, besides being compiled and executed by computers. Studying the program texts is the best way of understanding what parallel programming is really about. Using and modifying the programs gives you valuable hands-on experience.

The aim of the section on experimental results is to illustrate the theoretical analysis. Often, one aspect is highlighted: I made no attempt to perform an exhaustive set of experiments. A real danger in trying to explain experimental results for an algorithm is that a full explanation may lead to a discussion of nitty-gritty implementation details or hardware quirks. This is hardly illuminating for the algorithm, and therefore I have chosen to keep such explanations to a minimum. For my experiments, I have used six different parallel machines, older ones as well as newer ones: parallel computers come and go quickly.

The bibliographic notes of this book are lengthier than usual, since I have tried to summarize the contents of the cited work and relate them to the topic.
discussed in the current chapter. Often, I could not resist the temptation to
write a few sentences about a subject not fully discussed in the main text,
but still worth mentioning.

The source files of the printed program texts, together with a set
of test programs that demonstrate their use, form a package called
BSPedupack, which is available at http://www.math.uu.nl/people/
bisseling/software.html. The MPI version, called MPIedupack, is also
available from that site. The packages are copyrighted, but freely available
under the GNU General Public License, meaning that their programs can be
used and modified freely, provided the source and all modifications are men-
tioned, and every modification is again made freely available under the same
license. As the name says, the programs in BSPedupack and MPIedupack
are primarily intended for teaching. They are definitely not meant to be used
as a black box. If your program, or worse, your airplane crashes because
BSP/MPIedupack is not sufficiently robust, it is your own responsibility. Only
rudimentary error handling has been built into the programs. Other software
available from my software site is the Mondriaan package [188], which is used
extensively in Chapter 4. This is actual production software, also available
under the GNU General Public License.

To use BSPedupack, a BSPlib implementation such as the Oxford BSP
toolset [103] must have been installed on your computer. As an alternative,
you can use BSPedupack on top of the Paderborn University BSP (PUB)
library [28,30], which contains BSPlib as a subset. If you have a cluster of PCs,
connected by a Myrinet network, you may want to use the Panda BSP library,
a BSPlib implementation by Takken [173], which is soon to be released. The
programs of this book have been tested extensively for the Oxford BSP toolset.

To use the first four programs of MPIedupack, you need an implementation
of MPI-1. This often comes packaged with the parallel computer. The fifth
program needs MPI-2. Sometimes, part of the MPI-2 extensions have been
supplied by the computer vendor. A full public-domain implementation of
MPI-2 is expected to become available in the near future for many different
architectures as a product of the MPICH-2 project.

If you prefer to use a different communication library than BSPlib, you
can port BSPlib programs to other systems such as MPI, as demonstrated by
Appendix C. Porting out of BSPlib is easy, because of the limited number
of BSPlib primitives and because of the well-structured programs that are the
result of following the BSP model. It is my firm belief that if you use MPI or
another communication library, for historical or other reasons, you can benefit
tremendously from the structured approach to parallel programming taught in
this book. If you use MPI-2, and in particular its one-sided communications,
you are already close to the bulk synchronous parallel world, and this book
may provide you with a theoretical framework.
The programming language used in this book is ANSI C [121]. The reason for this is that many students learn C as their first or second programming language and that efficient C compilers are available for many different sequential and parallel computers. Portability is the name of the game for BSP software. The choice of using C together with BSPlib will make your software run on almost every computer. Since C is a subset of C++, you can also use C++ together with BSPlib. If you prefer to use another programming language, BSPlib is also available in Fortran 90.

Finally, let me express my hope and expectation that this book will transform your barriers: your own activation barrier for parallel programming will disappear; instead, synchronization barriers will appear in your parallel programs and you will know how to use them as an effective way of designing well-structured parallel programs.

R.H. Bisseling

Utrecht University

July 2003
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INTRODUCTION

This chapter is a self-contained tutorial which tells you how to get started with parallel programming and how to design and implement algorithms in a structured way. The chapter introduces a simple target architecture for designing parallel algorithms, the bulk synchronous parallel computer. Using the computation of the inner product of two vectors as an example, the chapter shows how an algorithm is designed hand in hand with its cost analysis. The algorithm is implemented in a short program that demonstrates the most important primitives of BSPlib, the main communication library used in this book. If you understand this program well, you can start writing your own parallel programs. Another program included in this chapter is a benchmarking program that allows you to measure the BSP parameters of your parallel computer. Substituting these parameters into a theoretical cost formula for an algorithm gives a prediction of the actual running time of an implementation.

1.1 Wanted: a gentle parallel programming model

Parallel programming is easy if you use the right programming model. All you have to do is find it! Today’s developers of scientific application software must pay attention to the use of computer time and memory, and also to the accuracy of their results. Since this is already quite a burden, many developers view parallelism, the use of more than one processor to solve a problem, as just an extra complication that is better avoided. Nevertheless, parallel algorithms are being developed and used by many computational scientists in fields such as astronomy, biology, chemistry, and physics. In industry, engineers are trying to accelerate their simulations by using parallel computers. The main motivation of all these brave people is the tremendous computing power promised by parallel computers. Since the advent of the World Wide Web, this power lies only a tempting few mouse-clicks away from every computer desk. The Grid is envisioned to deliver this power to that desk, providing computational services in a way that resembles the workings of an electricity grid.

The potential of parallel computers could be realized if the practice of parallel programming were just as easy and natural as that of sequential
programming. Unfortunately, until recently this has not been the case, and parallel computing used to be a very specialized area where exotic parallel algorithms were developed for even more exotic parallel architectures, where software could not be reused and many man years of effort were wasted in developing software of limited applicability. Automatic parallelization by compilers could be a solution for this problem, but this has not been achieved yet, nor is it likely to be achieved in the near future. Our only hope of harnessing the power of parallel computing lies in actively engaging ourselves in parallel programming. Therefore, we might as well try to make parallel programming easy and effective, turning it into a natural activity for everyone who writes computer programs.

An important step forward in making parallel programming easier has been the development of portability layers, that is, communication software such as PVM [171] and MPI [137] that enable us to run the same parallel program on many different parallel computers without changing a single line of program text. Still, the resulting execution time behaviour of the program on a new machine is unpredictable (and can indeed be rather erratic), due to the lack of an underlying parallel programming model.

To achieve the noble goal of easy parallel programming we need a model that is simple, efficiently implementable, and acceptable to all parties involved: hardware designers, software developers, and end users. This model should not interfere with the process of designing and implementing algorithms. It should exist mainly in the background, being tacitly understood by everybody. Such a model would encourage the use of parallel computers in the same way as the Von Neumann model did for the sequential computer.

The bulk synchronous parallel (BSP) model proposed by Valiant in 1989 [177,178] satisfies all requirements of a useful parallel programming model: the BSP model is simple enough to allow easy development and analysis of algorithms, but on the other hand it is realistic enough to allow reasonably accurate modelling of real-life parallel computing; a portability layer has been defined for the model in the form of BSPlib [105] and this standard has been implemented efficiently in at least two libraries, namely the Oxford BSP toolset [103] and the Paderborn University BSP library [28,30], each running on many different parallel computers; another portability layer suitable for BSP programming is the one-sided communications part of MPI-2 [138], implementations of which are now appearing; in principle, the BSP model could be used in taking design decisions when building new hardware (in practice though, designers face other considerations); the BSP model is actually being used as the framework for algorithm design and implementation on a range of parallel computers with completely different architectures (clusters of PCs, networks of workstations, shared-memory multiprocessors, and massively parallel computers with distributed memory). The BSP model is explained in the next section.
1.2 The BSP model

The BSP model proposed by Valiant in 1989 [177,178] comprises a computer architecture, a class of algorithms, and a function for charging costs to algorithms. In this book, we use a variant of the BSP model; the differences with the original model are discussed at the end of this section.

A **BSP computer** consists of a collection of processors, each with private memory, and a communication network that allows processors to access memories of other processors. The architecture of a BSP computer is shown in Fig. 1.1. Each processor can read from or write to every memory cell in the entire machine. If the cell is local, the read or write operation is relatively fast. If the cell belongs to another processor, a message must be sent through the communication network, and this operation is slower. The access time for all nonlocal memories is the same. This implies that the communication network can be viewed as a black box, where the connectivity of the network is hidden in the interior. As users of a BSP computer, we need not be concerned with the details of the communication network. We only care about the remote access time delivered by the network, which should be uniform. By concentrating on this single property, we are able to develop **portable** algorithms, that is, algorithms that can be used for a wide range of parallel computers.

A **BSP algorithm** consists of a sequence of supersteps. A **superstep** contains either a number of computation steps or a number of communication steps, followed by a global barrier synchronization. In a **computation superstep**, each processor performs a sequence of operations on local data. In scientific computations, these are typically floating-point operations (flops). (A **flop** is a multiplication, addition, subtraction, or division of two floating-point numbers. For simplicity, we assume that all these operations take the same amount of time.) In a **communication superstep**, each processor
Fig. 1.2. BSP algorithm with five supersteps executed on five processors. A vertical line denotes local computation; an arrow denotes communication of one or more data words to another processor. The first superstep is a computation superstep. The second one is a communication superstep, where processor P(0) sends data to all other processors. Each superstep is terminated by a global synchronization.

sends and receives a number of messages. At the end of a superstep, all processors synchronize, as follows. Each processor checks whether it has finished all its obligations of that superstep. In the case of a computation superstep, it checks whether the computations are finished. In the case of a communication superstep, it checks whether it has sent all messages that it had to send, and whether it has received all messages that it had to receive. Processors wait until all others have finished. When this happens, they all proceed to the next superstep. This form of synchronization is called bulk synchronization, because usually many computation or communication operations take place between successive synchronizations. (This is in contrast to pairwise synchronization, used in most message-passing systems, where each message causes a pair of sending and receiving processors to wait until the message has been transferred.) Figure 1.2 gives an example of a BSP algorithm.
Fig. 1.3. Two different $h$-relations with the same $h$. Each arrow represents the communication of one data word. (a) A 2-relation with $h_s = 2$ and $h_r = 1$; (b) a 2-relation with $h_s = h_r = 2$.

The **BSP cost function** is defined as follows. An **$h$-relation** is a communication superstep where each processor sends at most $h$ data words to other processors and receives at most $h$ data words, and where at least one processor sends or receives $h$ words. A data word is a real or an integer. We denote the maximum number of words sent by any processor by $h_s$ and the maximum number received by $h_r$. Therefore,

$$h = \max\{h_s, h_r\}. \quad (1.1)$$

This equation reflects the assumption that a processor can send and receive data simultaneously. The cost of the superstep depends solely on $h$. Note that two different communication patterns may have the same $h$, so that the cost function of the BSP model does not distinguish between them. An example is given in Fig. 1.3. Charging costs on the basis of $h$ is motivated by the assumption that the bottleneck of communication lies at the entry or exit of the communication network, so that simply counting the maximum number of sends and receives gives a good indication of communication time. Note that for the cost function it does not matter whether data are sent together or as separate words.

The time, or **cost**, of an $h$-relation is

$$T_{\text{comm}}(h) = hg + l, \quad (1.2)$$

where $g$ and $l$ are machine-dependent parameters and the time unit is the time of one flop. This cost is charged because of the expected linear increase of communication time with $h$. Since $g = \lim_{h \to \infty} T_{\text{comm}}(h)/h$, the parameter $g$ can be viewed as the time needed to send one data word into the communication network, or to receive one word, in the asymptotic situation of continuous message traffic. The linear cost function includes a nonzero constant $l$ because executing an $h$-relation incurs a fixed overhead, which includes the cost of global synchronization, but also fixed cost components of ensuring that all data have arrived at their destination and of starting up the communication. We lump all such fixed costs together into one parameter $l$. 
Approximate values for $g$ and $l$ of a particular parallel computer can be obtained by measuring the execution time for a range of full $h$-relations, that is, $h$-relations where each processor sends and receives exactly $h$ data words. Figure 1.3(b) gives an example of a full 2-relation. (Can you find another full 2-relation?) In practice, the measured cost of a full $h$-relation will be an upper bound on the measured cost of an arbitrary $h$-relation. For our measurements, we usually take 64-bit reals or integers as data words.

The cost of a computation superstep is

$$T_{\text{comp}}(w) = w + l,$$  \hspace{1cm} (1.3)  

where the amount of work $w$ is defined as the maximum number of flops performed in the superstep by any processor. For reasons of simplicity, the value of $l$ is taken to be the same as that of a communication superstep, even though it may be less in practice. As a result, the total synchronization cost of an algorithm can be determined simply by counting its supersteps. Because of (1.2) and (1.3), the total cost of a BSP algorithm becomes an expression of the form $a + bg + cl$. Figure 1.4 displays the cost of the BSP algorithm from Fig. 1.2.

A BSP computer can be characterized by four parameters: $p$, $r$, $g$, and $l$. Here, $p$ is the number of processors. The parameter $r$ is the single-processor computing rate measured in flop/s (floating-point operations per second). This parameter is irrelevant for cost analysis and algorithm design, because it just normalizes the time. (But if you wait for the result of your program, you may find it highly relevant!) From a global, architectural point of view, the parameter $g$, which is measured in flop time units, can be seen as the ratio between the computation throughput and the communication throughput of the computer. This is because in the time period of an $h$-relation, $phg$ flops can be performed by all processors together and $ph$ data words can be communicated through the network. Finally, $l$ is called the synchronization cost, and it is also measured in flop time units. Here, we slightly abuse the language, because $l$ includes fixed costs other than the cost of synchronization as well. Measuring the characteristic parameters of a computer is called computer benchmarking. In our case, we do this by measuring $r$, $g$, and $l$. (For $p$, we can rely on the value advertised by the computer vendor.) Table 1.1 summarizes the BSP parameters.

We can predict the execution time of an implementation of a BSP algorithm on a parallel computer by theoretically analysing the cost of the algorithm and, independently, benchmarking the computer for its BSP performance. The predicted time (in seconds) of an algorithm with cost $a + bg + cl$ on a computer with measured parameters $r$, $g$, and $l$ equals $(a + bg + cl)/r$, because the time (in seconds) of one flop equals $t_{\text{flop}} = 1/r$.

One aim of the BSP model is to guarantee a certain performance of an implementation. Because of this, the model states costs in terms of upper
Fig. 1.4. Cost of the BSP algorithm from Fig. 1.2 on a BSP computer with $p = 5$, $g = 2.5$, and $l = 20$. Computation costs are shown only for the processor that determines the cost of a superstep (or one of them, if there are several). Communication costs are shown for only one source/destination pair of processors, because we assume in this example that the amount of data happens to be the same for every pair. The cost of the first superstep is determined by processors $P(1)$ and $P(3)$, which perform 60 flops each. Therefore, the cost is $60 + l = 80$ flop time units. In the second superstep, $P(0)$ sends five data words to each of the four other processors. This superstep has $h_s = 20$ and $h_r = 5$, so that it is a 20-relation and hence its cost is $20g + l = 70$ flops. The cost of the other supersteps is obtained in a similar fashion. The total cost of the algorithm is 320 flops.

Table 1.1. The BSP parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>number of processors</td>
</tr>
<tr>
<td>$r$</td>
<td>computing rate (in flop/s)</td>
</tr>
<tr>
<td>$g$</td>
<td>communication cost per data word (in time units of 1 flop)</td>
</tr>
<tr>
<td>$l$</td>
<td>global synchronization cost (in time units of 1 flop)</td>
</tr>
</tbody>
</table>
bounds. For example, the cost function of an $h$-relation assumes a worst-case communication pattern. This implies that the predicted time is an upper bound on the measured time. Of course, the accuracy of the prediction depends on how the BSP cost function reflects reality, and this may differ from machine to machine.

Separation of concerns is a basic principle of good engineering. The BSP model enforces this principle by separating the hardware concerns from the software concerns. (Because the software for routing messages in the communication network influences $g$ and $l$, we consider such routing software to be part of the hardware system.) On the one hand, the hardware designer can concentrate on increasing $p$, $r$ and decreasing $g$, $l$. For example, he could aim at designing a BSP($p$, $r$, $g$, $l$) computer with $p \geq 100$, $r \geq 1$ Gflop/s (the prefix G denotes Giga = $10^9$), $g \leq 10$, $l \leq 1000$. To stay within a budget, he may have to trade off these objectives. Obviously, the larger the number of processors $p$ and the computing rate $r$, the more powerful the communication network must be to keep $g$ and $l$ low. It may be preferable to spend more money on a better communication network than on faster processors. The BSP parameters help in quantifying these design issues. On the other hand, the software designer can concentrate on decreasing the algorithmic parameters $a$, $b$, and $c$ in the cost expression $a + bg + cl$; in general, these parameters depend on $p$ and the problem size $n$. The aim of the software designer is to obtain good scaling behaviour of the cost expression. For example, she could realistically aim at a decrease in $a$ as $1/p$, a decrease in $b$ as $1/\sqrt{p}$, and a constant $c$.

The BSP model is a distributed-memory model. This implies that both the computational work and the data are distributed. The work should be distributed evenly over the processors, to achieve a good load balance. The data should be distributed in such a way that the total communication cost is limited. Often, the data distribution determines the work distribution in a natural manner, so that the choice of data distribution must be based on two objectives: good load balance and low communication cost. In all our algorithms, choosing a data distribution is an important decision. By designing algorithms for a distributed-memory model, we do not limit ourselves to this model. Distributed-memory algorithms can be used efficiently on shared-memory parallel computers, simply by partitioning the shared memory among the processors. (The reverse is not true: shared-memory algorithms do not take data locality into account, so that straightforward distribution leads to inefficient algorithms.) We just develop a distributed-memory program; the BSP system does the rest. Therefore, BSP algorithms can be implemented efficiently on every type of parallel computer.

The main differences between our variant of the BSP model and the original BSP model [178] are:

1. The original BSP model allows supersteps to contain both computation and communication. In our variant, these operations must be split
into separate supersteps. We impose this restriction to achieve conceptual simplicity. We are not concerned with possible gains obtained by overlapping computation and communication. (Such gains are minor at best.)

2. The original cost function for a superstep with an \(h\)-relation and a maximum amount of work \(w\) is \(\text{max}(w, hg, L)\), where \(L\) is the latency, that is, the minimum number of time units between successive supersteps. In our variant, we charge \(w + hg + 2l\) for the corresponding two supersteps. We use the synchronization cost \(l\) instead of the (related) latency \(L\) because it facilitates the analysis of algorithms. For example, the total cost in the original model of a 2-relation followed by a 3-relation equals \(\text{max}(2g, L) + \text{max}(3g, L)\), which may have any of the outcomes \(5g, 3g + L,\) and \(2L\), whereas in our variant we simply charge \(5g + 2l\). If \(g\) and \(l\) (or \(L\)) are known, we can substitute their values into these expressions and obtain one scalar value, so that both variants are equally useful. However, we also would like to analyse algorithms without knowing \(g\) and \(l\) (or \(L\)), and in that case our cost function leads to simpler expressions. (Valiant [178] mentions \(w + hg + l\) as a possible alternative cost function for a superstep with both computation and communication, but he uses \(\text{max}(w, hg, l)\) in his analysis.)

3. The data distribution in the original model is controlled either directly by the user, or, through a randomizing hash function, by the system. The latter approach effectively randomizes the allocation of memory cells, and thereby it provides a shared-memory view to the user. Since this approach is only efficient in the rare case that \(g\) is very low, \(g \approx 1\), we use the direct approach instead. Moreover, we use the data distribution as our main means of making computations more efficient.

4. The original model allowed for synchronization of a subset of all processors instead of all processors. This option may be useful in certain cases, but for reasons of simplicity we disallow it.

1.3 BSP algorithm for inner product computation

A simple example of a BSP algorithm is the following computation of the inner product \(\alpha\) of two vectors \(x = (x_0, \ldots, x_{n-1})^T\) and \(y = (y_0, \ldots, y_{n-1})^T\),

\[
\alpha = \sum_{i=0}^{n-1} x_i y_i. \tag{1.4}
\]

In our terminology, vectors are column vectors; to save space we write them as \(x = (x_0, \ldots, x_{n-1})^T\), where the superscript ‘\(^T\)’ denotes transposition. The vector \(x\) can also be viewed as an \(n \times 1\) matrix. The inner product of \(x\) and \(y\) can concisely be expressed as \(x^T y\).

The inner product is computed by the processors \(P(0), \ldots, P(p-1)\) of a BSP computer with \(p\) processors. We assume that the result is needed by all processors, which is usually the case if the inner product computation is part of a larger computation, such as in iterative linear system solvers.
The data distribution of the vectors \( \mathbf{x} \) and \( \mathbf{y} \) should be the same, because in that case the components \( x_i \) and \( y_i \) reside on the same processor and they can be multiplied immediately without any communication. The data distribution then determines the work distribution in a natural manner. To balance the work load of the algorithm, we must assign the same number of vector components to each processor. Card players know how to do this blindly, even without counting and in the harshest of circumstances. They always deal out their cards in a cyclic fashion. For the same reason, an optimal work distribution is obtained by the cyclic distribution defined by the mapping

\[
x_i \mapsto P(i \mod p), \quad \text{for } 0 \leq i < n.
\]  

(1.5)

Here, the mod operator stands for taking the remainder after division by \( p \), that is, computing modulo \( p \). Similarly, the div operator stands for integer division rounding down. Figure 1.5(a) illustrates the cyclic distribution for \( n = 10 \) and \( p = 4 \). The maximum number of components per processor is \( \lceil n/p \rceil \), that is, \( n/p \) rounded up to the nearest integer value, and the minimum is \( \lfloor n/p \rfloor = n \div p \), that is, \( n/p \) rounded down. The maximum and the minimum differ at most by one. If \( p \) divides \( n \), every processor receives exactly \( n/p \) components. Of course, many other data distributions also lead to the best possible load balance. An example is the block distribution, defined by the mapping

\[
x_i \mapsto P(i \div b), \quad \text{for } 0 \leq i < n,
\]  

(1.6)

with block size \( b = \lceil n/p \rceil \). Figure 1.5(b) illustrates the block distribution for \( n = 10 \) and \( p = 4 \). This distribution has the same maximum number of components per processor, but the minimum can take every integer value between zero and the maximum. In Fig. 1.5(b) the minimum is one. The minimum can even be zero: if \( n = 9 \) and \( p = 4 \), then the block size is \( b = 3 \), and the processors receive 3, 3, 3, 0 components, respectively. Since the computation cost is determined by the maximum amount of work, this is just as good as
Algorithm 1.1. Inner product algorithm for processor $P(s)$, with $0 \leq s < p$.

**input:** $x, y$ : vector of length $n$, 
distr($x$) = distr($y$) = $\phi$, 
with $\phi(i) = i \mod p$, for $0 \leq i < n$.  

**output:** $\alpha = x^T y$.  

(0) $\alpha_s := 0$;  
for $i := s$ to $n - 1$ step $p$ do  
$\alpha_s := \alpha_s + x_i y_i$;  

(1) for $t := 0$ to $p - 1$ do  
put $\alpha_s$ in $P(t)$;  

(2) $\alpha := 0$;  
for $t := 0$ to $p - 1$ do  
$\alpha := \alpha + \alpha_t$;

the cyclic distribution, which assigns 3, 2, 2, 2 components. Intuitively, you may object to the idling processor in the block distribution, but the work distribution is still optimal!

Algorithm 1.1 computes an inner product in parallel. It consists of three supersteps, numbered (0), (1), and (2). The synchronizations at the end of the supersteps are not written explicitly. All the processors follow the same program text, but their actual execution paths differ. The path of processor $P(s)$ depends on the processor identity $s$, with $0 \leq s < p$. This style of programming is called **single program multiple data** (SPMD), and we shall use it throughout the book.

In superstep (0), processor $P(s)$ computes the local partial inner product

$$\alpha_s = \sum_{0 \leq i < n, i \mod p = s} x_i y_i,$$  

(1.7)

multiplying $x_s$ by $y_s$, $x_{s+p}$ by $y_{s+p}$, $x_{s+2p}$ by $y_{s+2p}$, and so on, and adding the results. The data for this superstep are locally available. Note that we use global indices so that we can refer uniquely to variables without regard to the processors that own them. We access the local components of a vector by stepping through the arrays with a **stride**, or step size, $p$.

In superstep (1), each processor broadcasts its result $\alpha_s$, that is, it sends $\alpha_s$ to all processors. We use the communication primitive ‘put $x$ in $P(t)$’ in the program text of $P(s)$ to denote the one-sided action by processor $P(s)$ of storing a data element $x$ at another processor $P(t)$. This completely determines the communication: both the source processor and the destination processor
of the data element are specified. The ‘put’ primitive assumes that the source processor knows the memory location on the destination processor where the data must be put. The source processor is the initiator of the action, whereas the destination processor is passive. Thus, we assume implicitly that each processor allows all others to put data into its memory. Superstep (1) could also have been written as ‘put \( \alpha_s \) in \( P(*) \)’, where we use the abbreviation \( P(*) \) to denote all processors. Note that the program includes a put by processor \( P(s) \) into itself. This operation is simply skipped or becomes a local memory-copy, but it does not involve communication. It is convenient to include such puts in program texts, to avoid having to specify exceptions.

Sometimes, it may be necessary to let the destination processor initiate the communication. This may happen in irregular computations, where the destination processor knows that it needs data, but the source processor is unaware of this need. In that case, the destination processor must fetch the data from the source processor. This is done by a statement of the form ‘get \( x \) from \( P(t) \)’ in the program text of \( P(s) \). In most cases, however, we use the ‘put’ primitive. Note that using a ‘put’ is much simpler than using a matching ‘send’/‘receive’ pair, as is done in message-passing parallel algorithms. The program text of such an algorithm must contain additional if-statements to distinguish between sends and receives. Careful checking is needed to make sure that pairs match in all possible executions of the program. Even if every send has a matching receive, this does not guarantee correct communication as intended by the algorithm designer. If the send/receive is done by the handshake (or kissing) protocol, where both participants can only continue their way after the handshake has finished, then it can easily happen that the sends and receives occur in the wrong order. A classic case is when two processors both want to send first and receive afterwards; this situation is called \textbf{deadlock}. Problems such as deadlock cannot happen when using puts.

In superstep (2), all processors compute the final result. This is done \textbf{redundantly}, that is, the computation is replicated so that all processors perform exactly the same operations on the same data. The complete algorithm is illustrated in Fig. 1.6.

The cost analysis of the algorithm is as follows. Superstep (0) requires a floating-point multiplication and an addition for each component. Therefore, the cost of (0) is \( 2\lceil n/p \rceil + l \). Superstep (1) is a \((p - 1)\)-relation, because each processor sends and receives \( p - 1 \) data. (Communication between a processor and itself is not really communication and hence is not counted in determining \( h \).) The cost of (1) is \((p - 1)g + l \). The cost of (2) is \( p + l \). The total cost of the inner product algorithm is

\[
T_{\text{inprod}} = 2 \left\lceil \frac{n}{p} \right\rceil + p + (p - 1)g + 3l. \tag{1.8}
\]
An alternative approach would be to send all partial inner products to one processor, $P(0)$, and let this processor compute the result and broadcast it. This requires four supersteps. Sending the partial inner products to $P(0)$ is a $(p-1)$-relation and therefore is just as expensive as broadcasting them. While $P(0)$ adds partial inner products, the other processors are idle and hence the cost of the addition is the same as for the redundant computation. The total cost of the alternative algorithm would be $2\lceil n/p \rceil + p + 2(p - 1)g + 4l$, which is higher than that of Algorithm 1.1. The lesson to be learned: if you have to perform an $h$-relation with a particular $h$, you might as well perform as much useful communication as possible in that $h$-relation; other supersteps may benefit from this.

### 1.4 Starting with BSPlib: example program bspinprod

BSPlib is a standard library interface, which defines a set of primitives for writing bulk synchronous parallel programs. Currently, BSPlib has been implemented efficiently in two libraries, namely the Oxford BSP toolset [103] and the Paderborn University BSP library [28,30]. The BSPlib standard unifies and extends its two predecessors, the Oxford BSP library designed by Miller and Reed [140,141] and the Green BSP library by Goudreau et al. [81].
Implementations of BSPlib exist for many different architectures, including: a cluster of PCs running Linux; a network of UNIX workstations connected by an Ethernet and communicating through the TCP/IP or UDP/IP protocol; shared-memory multiprocessors running a variant of UNIX; and massively parallel computers with distributed memory such as the Cray T3E, the Silicon Graphics Origin, and the IBM SP. In addition, the library can also be used on an ordinary sequential computer to run a parallel program with \( p = 1 \) as a sequential program; in this case, a special version of BSPlib can be used that strips off the parallel overhead. This is advantageous because it allows us to develop and maintain only one version of the source program, namely the parallel version. It is also possible to simulate a parallel computer by running \( p \) processes in parallel on one processor, sharing the time of the common CPU. This is a useful environment for developing parallel programs, for example, on a PC.

The BSPlib library contains a set of primitive functions, which can be called from a program written in a conventional programming language such as C, C++, or Fortran 90. BSPlib was designed following the motto ‘small is beautiful’. The primitives of BSPlib were carefully crafted and particular attention was paid to the question of what to exclude from the library. As a result, BSPlib contains only 20 primitive functions, which are also called the core operations. In this section, we present a small C program, which uses 12 different primitives. The aim of this tutorial program is to get you started using the library and to expose the main principles of writing a BSPlib program. The remainder of this book gives further examples of how the library can be used. Six primitives for so-called bulk synchronous message passing will be explained in Chapter 4, where they are first needed. Two primitives for high-performance communication are explained in an exercise in Chapter 2. They are primarily meant for programmers who want the ultimate in performance, in terms of memory and computing speed, and who are prepared to live on the edge and be responsible for the safety of their programs, instead of relying on the BSP system to provide this. A quick reference guide to the BSPlib primitives is given as Appendix B. An alternative to using BSPlib is using MPI. Appendix C discusses how to program in BSP style using MPI and presents MPI versions of all the programs from Chapters 1 to 4. For a full explanation of the BSPlib standard, see the definitive source by Hill et al. [105]. In the following, we assume that a BSPlib implementation has already been installed. To start with, you could install the Oxford BSP toolset [103] on your PC running Linux, or ask your systems administrator to install the toolset at your local network of workstations.

The parallel part of a BSPlib program starts with the statement

\[
\text{bsp\_begin(reqprocs)};
\]

where \texttt{int reqprocs} is the number of processors requested. The function
**bsp.begin** starts several executions of the same subprogram, where each execution takes place on a different processor and handles a different stream of data, in true SPMD style. The parallel part is terminated by

```
bsp_end();
```

Two possible modes of operation can be used. In the first mode, the whole computation is SPMD; here, the call to **bsp.begin** must be the first executable statement in the program and the call to **bsp.end** the last. Sometimes, however, one desires to perform some sequential part of the program before and after the parallel part, for example, to handle input and output. For instance, if the optimal number of processors to be used depends on the input, we want to compute it before the actual parallel computation starts. The second mode enables this: processor \( P(0) \) executes the sequential parts and all processors together perform the parallel part. Processor \( P(0) \) preserves the values of its variables on moving from one part to the next. The other processors do not inherit values; they can only obtain desired data values by communication.

To allow the second mode of operation and to circumvent the restriction of **bsp.begin** and **bsp.end** being the first and last statement, the actual parallel part is made into a separate function **spmd** and an initializer

```
bsp_init(spmd, argc, argv);
```

is called as the first executable statement of the **main** function. Here, **int argv** and **char **argv** are the standard arguments of **main** in a C program, and these can be used to transfer parameters from a command line interface. Funny things may happen if this is not the first executable statement. Do not even think of trying it! The initializing statement is followed by: a sequential part, which may handle some input or ask for the desired number of processors (depending on the input size it may be better to use only part of the available processors); the parallel part, which is executed by **spmd**; and finally another sequential part, which may handle output. The sequential parts are optional.

The rules for I/O are simple: processor \( P(0) \) is the only processor that can read from standard input or can access the file system, but all processors can write to standard output. Be aware that this may mix the output streams; use an **fflush(stdout)** statement to empty the output buffer immediately and increase the chance of obtaining ordered output (sorry, no guarantees).

At every point in the parallel part of the program, one can enquire about the total number of processors. This integer is returned by

```
bsp_nprocs();
```

The function **bsp_nprocs** also serves a second purpose: when it is used in the sequential part at the start, or in the **bsp.begin** statement, it returns the available number of processors, that is, the size of the BSP machine used. Any desired number of processors not exceeding the machine size can be assigned to
the program by \texttt{bsp\_begin}. The local processor identity, or processor number, is returned by

\begin{verbatim}
bsp\_pid();
\end{verbatim}

It is an integer between 0 and \texttt{bsp\_nprocs()} – 1. One can also enquire about the time in seconds elapsed on the local processor since \texttt{bsp\_begin}; this time is given as a double-precision value by

\begin{verbatim}
bsp\_time();
\end{verbatim}

Note that in the parallel context the elapsed time, or wall-clock time, is often the desired metric and not the CPU time. In parallel programs, processors are often idling because they have to wait for others to finish their part of a computation; a measurement of elapsed time includes idle time, whereas a CPU time measurement does not. Note, however, that the elapsed time metric does have one major disadvantage, in particular to your fellow users: you need to claim the whole BSP computer for yourself when measuring run times.

Each superstep of the SPMD part, or \textbf{program superstep}, is terminated by a global synchronization statement

\begin{verbatim}
bsp\_sync();
\end{verbatim}

except the last program superstep, which is terminated by \texttt{bsp\_end}. The structure of a BSPlib program is illustrated in Fig. 1.7. Program supersteps may be contained in loops and if-statements, but the condition evaluations of these loops and if-statements must be such that all processors pace through the same sequence of program supersteps. The rules imposed by BSPlib may seem restrictive, but following them makes parallel programming easier, because they guarantee that all processors are in the same superstep. This allows us to assume full data integrity at the start of each superstep.

The version of the BSP model presented in Section 1.2 does not allow computation and communication in the same superstep. The BSPlib system automatically separates computation and communication, since it delays communication until all computation is finished. Therefore the user does not have to separate these parts herself and she also does not have to include a \texttt{bsp\_sync} for this purpose. In practice, this means that BSPlib programs can freely mix computation and communication. The automatic separation feature of BSPlib is convenient, for instance because communication often involves address calculations and it would be awkward for a user to separate these computations from the corresponding communication operations. A program superstep can thus be viewed as a sequence of computation, implicit synchronization, communication, and explicit synchronization. The computation part or the communication part may be empty. Therefore, a program superstep may contain one or two supersteps as defined in the BSP model, namely a computation superstep and/or a communication superstep. From
Fig. 1.7. Structure of a BSPlib program. The program first initializes the BSP machine to be used and then it performs a sequential computation on $P(0)$, followed by a parallel computation on five processors. It finishes with a sequential computation on $P(0)$.

now on, we use the shorter term ‘superstep’ to denote program supersteps as well, except when this would lead to confusion.

Wouldn’t it be nice if we could compute and communicate at the same time? This tempting thought may have occurred to you by now. Indeed, processors could in principle compute while messages travel through the communication network. Exploiting this form of parallelism would reduce the total computation/communication cost $a + bg$ of the algorithm, but at most by a factor of two. The largest reduction would occur if the cost of each computation superstep were equal to the cost of the corresponding communication superstep, and if computation and communication could be overlapped completely. In most cases, however, either computation or communication dominates, and the cost reduction obtained by overlapping is insignificant. Surprisingly, BSPlib guarantees not to exploit potential overlap. Instead, delaying all communication gives more scope for optimization, since this allows the system to combine different messages from the same source to the same destination and to reorder the messages with the aim of balancing the communication traffic. As a result, the cost may be reduced by much more than a factor of two.

Processors can communicate with each other by using the $\texttt{bsp\_put}$ and $\texttt{bsp\_get}$ functions (or their high-performance equivalents $\texttt{bsp\_hpput}$ and
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Fig. 1.8. Put operation from BSPlib. The bsp_put operation copies nbytes of data from the local processor bsp_pid into the specified destination processor pid. The pointer source points to the start of the data to be copied, whereas the pointer dest specifies the start of the memory area where the data is written. The data is written at offset bytes from the start.

bsp_put, see Exercise 10, or the bsp_send function, see Section 4.9). A processor that calls bsp_put reads data from its own memory and writes them into the memory of another processor. The function bsp_put corresponds to the put operation in our algorithms. The syntax is

bsp_put(pid, source, dest, offset, nbytes);

Here, int pid is the identity of the remote processor; void *source is a pointer to the source memory in the local processor from which the data are read; void *dest is a pointer to the destination memory in the remote processor into which the data are written; int offset is the number of bytes to be added to the address dest to obtain the address where writing starts; and int nbytes is the number of bytes to be written. The dest variable must have been registered previously; the registration mechanism will be explained soon. If pid equals bsp_pid, the put is done locally by a memory copy, and no data is communicated. The offset is determined by the local processor, but the destination address is part of the address space of the remote processor. The use of an offset separates the concerns of the local processor, which knows where in an array a data element should be placed, from the concerns of the remote processor, which knows the address of the array in its own address space. The bsp_put operation is illustrated in Fig. 1.8.

The bsp_put operation is safe in every sense, since the value to be put is first written into a local out-buffer, and only at the end of the superstep (when all computations in all processors are finished) it is transferred into a remote in-buffer, from which it is finally copied into the destination memory. The user can manipulate both the source and destination value without worrying about possible interference between data manipulation and transfer. Once the bsp_put is initiated, the user has got rid of the source data and can reuse the
variable that holds them. The destination variable can be used until the end of the superstep, when it will be overwritten. It is possible to put several values into the same memory cell, but of course only one value survives and reaches the next superstep. The user cannot know which value, and he bears the responsibility for ensuring correct program behaviour. Put and get operations do not block progress within their superstep: after a put or get is initiated, the program proceeds immediately.

Although a remote variable may have the same name as a local variable, it may still have a different physical memory address because each processor could have its own memory allocation procedure. To enable a processor to write into a remote variable, there must be a way to link the local name to the correct remote address. Linking is done by the registration primitive

\[
\text{bsp\_push\_reg}(\text{variable}, \text{nbytes});
\]

where \text{void *variable} is a pointer to the variable being registered. All processors must simultaneously register a variable, or the \text{NULL} pointer; they must also deregister simultaneously. This ensures that they go through the same sequence of registrations and deregistrations. Registration takes effect at the start of the next superstep. From that moment, all simultaneously registered variables are linked to each other. Usually, the name of each variable linked in a registration is the same, in the right SPMD spirit. Still, it is allowed to link variables with different names.

If a processor wants to put a value into a remote address, it can do this by using the local name that is linked to the remote name and hence to the desired remote address. The second registration parameter, \text{int nbytes}, is an upper bound on the number of bytes that can be written starting from \text{variable}. Its sole purpose is sanity checking: our hope is to detect insane programs in their youth.

A variable is deregistered by a call to

\[
\text{bsp\_pop\_reg}(\text{variable});
\]

Within a superstep, the variables can be registered and deregistered in arbitrary order. The same variable may be registered several times, but with different sizes. (This may happen for instance as a result of registration of the same variable inside different functions.) A deregistration cancels the last registration of the variable concerned. The last surviving registration of a variable is the one valid in the next superstep. For each variable, a stack of registrations is maintained: a variable is pushed onto the stack when it is registered; and it is popped off the stack when it is deregistered. A stack is the computer science equivalent of the hiring and firing principle for teachers in the Dutch educational system: Last In, First Out (LIFO). This keeps the average stack population old, but that property is irrelevant for our book. In a sensible program, the number of registrations is kept limited. Preferably, a registered variable is reused many times, to amortize the associated
overhead costs. Registration is costly because it requires a broadcast of the
registered local variable to the other processors and possibly an additional
synchronization.

A processor that calls the bsp_get function reads data from the memory
of another processor and writes them into its own memory. The syntax is

\[
\text{bsp.get}(\text{pid}, \text{source}, \text{offset}, \text{dest}, \text{nbytes});
\]

The parameters of bsp.get have the same meaning as those of bsp.put, except
that the source memory is in the remote processor and the destination memory
in the local processor and that the offset is in the source memory. The offset is
again computed by the local processor. The source variable must have been
registered previously. The value obtained by the bsp.get operation is the
source value immediately after the computations of the present superstep have
terminated, but before it can be modified by other communication operations.

If a processor detects an error, it can take action and bring down all other
processors in a graceful manner by a call to

\[
\text{bsp.abort}(\text{error_message});
\]

Here, error_message is an output string such as used by the printf function
in C. Proper use of the abort facility makes it unnecessary to check periodically
whether all processors are still alive and computing.

BSPlib contains only core operations. By keeping the core small, the
BSPlib designers hoped to enable quick and efficient implementation of BSPlib
on every parallel computer that appears on the market. Higher level func-
tions such as broadcasting or global summing, generally called collective
communication, are useful but not really necessary. Of course, users can
write their own higher level functions on top of the primitive functions,
giving them exactly the desired functionality, or use the predefined ones
available in the Oxford BSP toolset [103]. Section 2.5 gives an example of
a collective-communication function, the broadcast of a vector.

The best way of learning to use the library is to study an example and
then try to write your own program. Below, we present the function bspip,
which is an implementation of Algorithm 1.1 in C using BSPlib, and the test
program bspinprod, which handles input and output for a test problem. Now,
try to compile the program by the UNIX command

\[
\text{bspcc -o ip bspinprod.c bspedupack.c -lm}
\]

and run the resulting executable program ip on four processors by the
command

\[
\text{bsprun -npes 4 ip}
\]

and see what happens for this particular test problem, defined by
\[x_i = y_i = i + 1, \text{ for } 0 \leq i < n.\] (If you are not running a UNIX variant, you may have to
follow a different procedure.) A listing of the file bspedupack.c can be found
in Appendix A. It contains functions for allocation and deallocation of vectors and matrices.

The relation between Algorithm 1.1 and the function `bspip` is as follows. The variables `p, s, t, n, alpha` of the algorithm correspond to the variables `p, s, t, n, alpha` of the function. The local inner product `alpha_s` of `P(s)` is denoted by `inprod` in the program text of `P(s)`, and it is also put into `Inprod[s]` in all processors. The global index `i` in the algorithm equals `i*p+s`, where `i` is a local index in the program. The vector component `x_i` corresponds to the variable `x[i]` on the processor that owns `x_i`, that is, on processor `P(i mod p)`. The number of local indices on `P(s)` is `nloc(p,s,n)`. The first `n mod p` processors have `⌈n/p⌉` such indices, while the others have `⌊n/p⌋`. Note the efficient way in which `nloc` is computed and check that this method is correct, by writing `n = ap + b` with `0 ≤ b < p` and expanding the expression returned by the function.

It is convenient to describe algorithms such as Algorithm 1.1 in global variables, but to implement them using local variables. This avoids addressing by a stride and its worse alternative, the superfluous test ‘if `i mod p = s`’ in a loop over the global index `i`. Using local, consecutive indices is most natural in an implementation because only a subarray of the original global array is stored locally. The difference between the global and local view is illustrated in Fig. 1.9. For all our distributions, we store the local vector components in order of increasing global index. This gives rise to a natural mapping between local and global indices.

The program printed below largely explains itself; a few additional explanations are given in the following. The included file `bspedupack.h` can be found in Appendix A. It contains inclusion statements for standard header files and also constants such as the size of a double `SZDBL`. The number of
processors is first stored as a global variable \( P \) (global in the C sense, that is, accessible to all functions in its file), so that we are able to transfer the value of \( P \) from the main program to the SPMD part. Values cannot be transferred other than by using global variables, because the SPMD function is not allowed to have parameters. The function \texttt{vecallocd} from \texttt{bspedupack.c} is used to allocate an array of doubles of length \( p \) dynamically and \texttt{vecfreed} is used to free the array afterwards.

The offset in the first \texttt{bsp_put} is \( s \times \text{SZDBL} \), since the local inner product of processor \( s \) is put into \( \text{Inprod}[s] \) on every processor \( t \). The processors synchronize before the time measurements by \texttt{bsp_time}, so that the measurements start and finish simultaneously.

```c
#include "bspedupack.h"

/* This program computes the sum of the first \( n \) squares, for \( n \geq 0 \),
    \[ \text{sum} = 1 \times 1 + 2 \times 2 + \ldots + n \times n \]
    by computing the inner product of \( x = (1, 2, \ldots, n)^T \) and itself.
    The output should equal \( n \times (n+1) \times (2n+1)/6 \).
    The distribution of \( x \) is cyclic. */

int P; /* number of processors requested */

int nloc(int p, int s, int n)
{
    /* Compute number of local components of processor \( s \) for vector
    of length \( n \) distributed cyclically over \( p \) processors. */
    return (n+p-s-1)/p ;
} /* end nloc */

double bspip(int p, int s, int n, double *x, double *y)
{
    /* Compute inner product of vectors \( x \) and \( y \) of length \( n \geq 0 \) */

    int nloc(int p, int s, int n);
    double inprod, *Inprod, alpha;
    int i, t;

    Inprod= vecallocd(p); bsp_push_reg(Inprod,p*SZDBL);
    bsp_sync();

    inprod= 0.0;
    for (i=0; i<nloc(p,s,n); i++)
    {
        inprod += x[i]*y[i];
    }

    for (t=0; t<p; t++)
    {
        bsp_put(t,&inprod,Inprod,s*SZDBL,SZDBL);
    }
    bsp_sync();
```
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alpha = 0.0;
for (t=0; t<p; t++){
    alpha += Inprod[t];
}
bsp_pop_reg(Inprod); vecfreed(Inprod);

return alpha;
} /* end bspip */

void bspinprod(){

double bspip(int p, int s, int n, double *x, double *y);
int nloc(int p, int s, int n);
double *x, alpha, time0, time1;
int p, s, n, nl, i, iglob;

bsp_begin(P);
p = bsp_nprocs(); /* p = number of processors obtained */
s = bsp_pid(); /* s = processor number */
if (s==0){
    printf("Please enter n:\n"); fflush(stdout);
    scanf("%d", &n);
    if (n<0)
        bsp_abort("Error in input: n is negative");
}
bsp_push_reg(&n, SZINT);
bsp_sync();

bsp_get(0, &n, 0, &n, SZINT);
bsp_sync();
bsp_pop_reg(&n);

nl = nloc(p, s, n);
x = vecallocd(nl);
for (i=0; i<nl; i++){
    iglob = i*p+s;
    x[i] = iglob+1;
}
bsp_sync();
time0 = bsp_time();

alpha = bspip(p, s, n, x, x);
bsp_sync();
time1 = bsp_time();

printf("Processor %d: sum of squares up to %d*%d is %.lf\n", s, n, n, alpha); fflush(stdout);
if (s==0){
    printf("This took only %.6lf seconds.\n", time1-time0);
    fflush(stdout);
}
vecfreed(x);
bsp_end();

} /* end bspinprod */

int main(int argc, char **argv){

    bsp_init(bspinprod, argc, argv);

    /* sequential part */
    printf("How many processors do you want to use?\n");
    fflush(stdout);
    scanf("%d", &P);
    if (P > bsp_nprocs()){
        printf("Sorry, not enough processors available.\n");
        fflush(stdout);
        exit(1);
    }

    /* SPMD part */
    bspinprod();

    /* sequential part */
    exit(0);

} /* end main */

1.5 BSP benchmarking

Computer benchmarking is the activity of measuring computer performance by running a representative set of test programs. The performance results for a particular sequential computer are often reduced in some ruthless way to one number, the computing rate in flop/s. This allows us to rank different computers according to their computing rate and to make informed decisions on what machines to buy or use. The performance of parallel computers must be expressed in more than a single number because communication and synchronization are just as important for these computers as computation. The BSP model represents machine performance by a parameter set of minimal size: for a given number of processors $p$, the parameters $r$, $g$, and $l$ represent the performance for computation, communication, and synchronization. Every parallel computer can be viewed as a BSP computer, with good or bad BSP parameters, and hence can also be benchmarked as a BSP computer. In this section, we present a method for BSP benchmarking. The aim of the method is to find out what the BSP computer looks like to an average user, perhaps you or me, who writes parallel programs but does not really want to spend much time optimizing
programs, preferring instead to let the compiler and the BSP system do the job. (The benchmark method for optimization enthusiasts would be very different.)

The sequential computing rate \( r \) is determined by measuring the time of a so-called DAXPY operation (‘Double precision \( A \) times \( X \) Plus \( Y \’), which has the form \( y := \alpha x + y \), where \( x \) and \( y \) are vectors and \( \alpha \) is a scalar. A DAXPY with vectors of length \( n \) contains \( n \) additions and \( n \) multiplications and some overhead in the form of \( O(n) \) address calculations. We also measure the time of a DAXPY operation with the addition replaced by subtraction. We use 64-bit arithmetic throughout; on most machines this is called double-precision arithmetic. This mixture of operations is representative for the majority of scientific computations. We measure the time for a vector length, which on the one hand is large enough so that we can ignore the startup costs of vector operations, but on the other hand is small enough for the vectors to fit in the cache; a choice of \( n = 1024 \) is often adequate. A cache is a small but fast intermediate memory that allows immediate reuse of recently accessed data. Proper use of the cache considerably increases the computing rate on most modern computers. The existence of a cache makes the life of a benchmarker harder, because it leads to two different computing rates: a flop rate for in-cache computations and a rate for out-of-cache computations. Intelligent choices should be made if the performance results are to be reduced to a single meaningful figure.

The DAXPY measurement is repeated a number of times, both to obtain a more accurate clock reading and to amortize the cost of bringing the vector into the cache. We measure the sequential computing rate of each processor of the parallel computer, and report the minimum, average, and maximum rate. The difference between the minimum and the maximum indicates the accuracy of the measurement, except when the processors genuinely differ in speed. (One processor that is slower than the others can have a remarkable effect on the overall time of a parallel computation!) We take the average computing rate of the processors as the final value of \( r \). Note that our measurement is representative for user programs that contain mostly hand-coded vector operations. To realize top performance, system-provided matrix–matrix operations should be used wherever possible, because these are often efficiently coded in assembler language. Our benchmark method does not reflect that situation.

The communication parameter \( g \) and the synchronization parameter \( l \) are obtained by measuring the time of full \( h \)-relations, where each processor sends and receives exactly \( h \) data words. To be consistent with the measurement of \( r \), we use double-precision reals as data words. We choose a particularly demanding test pattern from the many possible patterns with the same \( h \), which reflects the typical way most users would handle communication in their programs. The destination processors of the values to be sent
are determined in a cyclic fashion: $P(s)$ puts $h$ values in remote processors $P(s+1), P(s+2), \ldots, P(p-1), P(0), \ldots, P(s-1), P(s+1), \ldots$, wrapping around at processor number $p$ and skipping the source processor to exclude local puts that do not require communication, see Fig. 1.10. In this communication pattern, all processors receive the same number, $h$, of data words (this can easily be proven by using a symmetry argument). The destination processor of each communicated value is computed before the actual $h$-relation is performed, to prevent possibly expensive modulo operations from influencing the timing results of the $h$-relation. The data are sent out as separate words, to simulate the typical situation in an application program where the user does not worry about the size of the data packets. This is the task of the BSP system, after all! Note that this way of benchmarking $h$-relations is a test of both the machine and the BSP library for that machine. Library software can combine several data words into one packet, if they are sent in one superstep from the same source processor to the same destination processor. An efficient library will package such data automatically and choose an optimal packet size for the particular machine used. This results in a lower value of $g$, because the communication startup cost of a packet is amortized over several words of data.

Our variant of the BSP model assumes that the time $T_{\text{comm}}(h)$ of an $h$-relation is linear in $h$, see (1.2). In principle, it would be possible to measure $T_{\text{comm}}(h)$ for two values of $h$ and then determine $g$ and $l$. Of course, the results would then be highly sensitive to measurement error. A better way of doing this is by measuring $T_{\text{comm}}(h)$ for a range of values $h_0$–$h_1$, and then finding the best least-squares approximation, given by the values of $g$ and $l$ that minimize
the error
\[ E_{\text{LSQ}} = \sum_{h=h_0}^{h_1} (T_{\text{comm}}(h) - (hg + l))^2. \] (1.9)

(These values are obtained by setting the partial derivatives with respect to \( g \) and \( l \) to zero, and solving the resulting \( 2 \times 2 \) linear system of equations.) We choose \( h_0 = p \), because packet optimization becomes worthwhile for \( h \geq p \); we would like to capture the behaviour of the machine and the BSP system for such values of \( h \). A value of \( h_1 = 256 \) will often be adequate, except if \( p \geq 256 \) or if the asymptotic communication speed is attained only for very large \( h \).

Timing parallel programs requires caution since ultimately it often relies on a system timer, which may be hidden from the user and may have a low resolution. Always take a critical look at your timing results and your personal watch and, in case of suspicion, plot the output data in a graph! This may save you from potential embarrassment: on one occasion, I was surprised to find that according to an erroneous timer the computer had exceeded its true performance by a factor of four. On another occasion, I found that \( g \) was negative. The reason was that the particular computer used had a small \( g \) but a huge \( l \), so that for \( h \leq h_1 \) the measurement error in \( gh + l \) was much larger than \( gh \), thereby rendering the value of \( g \) meaningless. In this case, \( h_1 \) had to be increased to obtain an accurate measurement of \( g \).

### 1.6 Example program bspbench

The program bspbench is a simple benchmarking program that measures the BSP parameters of a particular computer. It is an implementation of the benchmarking method described in Section 1.5. In the following, we present and explain the program. The least-squares function of bspbench solves a \( 2 \times 2 \) linear system by subtracting a multiple of one equation from the other. Dividing by zero or by a small number is avoided by subtracting the equation with the largest leading coefficient. (Solving a \( 2 \times 2 \) linear system is a prelude to Chapter 2, where large linear systems are solved by LU decomposition.)

The computing rate \( r \) of each processor is measured by using the bsp.time function, which gives the elapsed time in seconds for the processor that calls it. The measurements of \( r \) are independent, and hence they do not require timer synchronization. The number of iterations \( \text{NITERS} \) is set such that each DAXPY pair (and each \( h \)-relation) is executed 100 times. You may decrease the number if you run out of patience while waiting for the results.

The \( h \)-relation of our benchmarking method is implemented as follows. The data to be sent are put into the array \( \text{dest} \) of the destination processors. The destination processor \( \text{destproc}[i] \) is determined by starting with the next
processor $s + 1$ and allocating the indices $i$ to the $p - 1$ remote processors in a cyclic fashion, that is, by adding $i \mod (p - 1)$ to the processor number $s + 1$. Taking the resulting value modulo $p$ then gives a valid processor number unequal to $s$. The destination index $\text{destindex}[i]$ is chosen such that each source processor fills its own part in the $\text{dest}$ arrays on the other processors: $P(s)$ fills locations $s, s + p, s + 2p$, and so on. The locations are defined by $\text{destindex}[i] = s + (i \div (p - 1))p$, because we return to the same processor after each round of $p - 1$ puts into different destination processors. The largest destination index used in a processor is at most $p - 1 + ((h - 1) \div (p - 1))p < p + 2 \cdot \text{MAXH}$, which guarantees that the array $\text{dest}$ is sufficiently large.

```
#include "bspedupack.h"

/* This program measures $p$, $r$, $g$, and $l$ of a BSP computer using \text{bsp\_put} for communication. */

#define NITERS 100 /* number of iterations */
#define MAXN 1024 /* maximum length of DAXPY computation */
#define MAXH 256 /* maximum $h$ in $h$-relation */
#define MEGA 1000000.0

int P; /* number of processors requested */

void leastsquares(int h0, int h1, double *t, double *g, double *l){
    /* This function computes the parameters $g$ and $l$ of the linear function $T(h) = g*h + l$ that best fits the data points $(h, t[h])$ with $h_0 \leq h \leq h_1$. */
    double nh, sumt, sumth, sumh, sumhh, a;
    int h;

    nh= h1-h0+1;
    /* Compute sums:
       sumt = sum of $t[h]$ over $h_0 \leq h \leq h_1$
       sumth = $t[h]*h$
       sumh = $h$
       sumhh = $h*h$
    */
    sumt= sumth= 0.0;
    for (h=h0; h<=h1; h++){
        sumt += t[h];
        sumth += t[h]*h;
    }
    sumh= (h1*h1-h0*h0+h1+h0)/2;
    sumhh= (h1*(h1+1)*(2*h1+1) - (h0-1)*h0*(2*h0-1))/6;

    /* Solve $nh*l + sumh*g = sumt$
       $sumh*l + sumhh*g = sumth$ */
```
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if(fabs(nh)>fabs(sumh)){
a= sumh/nh;
/* subtract a times first eqn from second eqn */
*g= (sumth-a*sumt)/(sumhh-a*sumh);
*l= (sumt-sumh* *g)/nh;
} else {
a= nh/sumh;
/* subtract a times second eqn from first eqn */
*g= (sumt-a*sumth)/(sumh-a*sumhh);
*l= (sumth-sumhh* *g)/sumh;
}
} /* end leastsquares */

void bspbench(){
void leastsquares(int h0, int h1, double *t, double *g, double *l);
int p, s, s1, iter, i, n, h, destproc[MAXH], destindex[MAXH];
double alpha, beta, x[MAXN], y[MAXN], z[MAXN], src[MAXH], *dest,
time0, time1, time, *Time, mintime, maxtime,
flops, r, g0, l0, g, l, t[MAXH+1];

**** Determine p ****/
bsp_begin(P);
p= bsp_nprocs(); /* p = number of processors obtained */
s= bsp_pid(); /* s = processor number */
Time= vecallocd(p); bsp_push_reg(Time,p*SZDBL);
dest= vecallocd(2*MAXH+p); bsp_push_reg(dest,(2*MAXH+p)*SZDBL);
bsp_sync();

**** Determine r ****/
for (n=1; n <= MAXN; n *= 2){
/* Initialize scalars and vectors */
alpha= 1.0/3.0;
beta= 4.0/9.0;
for (i=0; i<n; i++){
z[i]= y[i]= x[i]= (double)i;
}
/* Measure time of 2*NITERS DAXPY operations of length n */
time0=bsp_time();
for (iter=0; iter<NITERS; iter++){
    for (i=0; i<n; i++)
        y[i] += alpha*x[i];
    for (i=0; i<n; i++)
        z[i] -= beta*x[i];
}
time1= bsp_time();
time= time1-time0;
bsp_put(0,&time,Time,s*SZDBL,SZDBL);
bsp_sync();
/* Processor 0 determines minimum, maximum, average
computing rate */
if (s==0){
    mintime= maxtime= Time[0];
    for(s1=1; s1<p; s1++){
        mintime= MIN(mintime,Time[s1]);
        maxtime= MAX(maxtime,Time[s1]);
    }
    if (mintime>0.0){
        /* Compute r = average computing rate in flop/s */
        nflops= 4*NITERS*n;
        r= 0.0;
        for(s1=0; s1<p; s1++)
            r += nflops/Time[s1];
        r /= p;
        printf("n= %5d min= %7.3lf max= %7.3lf av= %7.3lf Mflop/s ",
               n, nflops/(maxtime*MEGA),nflops/
               (mintime*MEGA), r/MEGA);
        fflush(stdout);
        /* Output for fooling benchmark-detecting compilers */
        printf(" fool=%7.1lf\n",y[n-1]+z[n-1]);
    } else
        printf("minimum time is 0\n"); fflush(stdout);
}

/**** Determine g and l ****/
for (h=0; h<=MAXH; h++){
    /* Initialize communication pattern */
    for (i=0; i<h; i++){
        src[i]= (double)i;
        if (p==1){
            destproc[i]=0;
            destindex[i]=i;
        } else {
            /* destination processor is one of the p-1 others */
            destproc[i]= (s+1 + i%(p-1)) %p;
            /* destination index is in my own part of dest */
            destindex[i]= s + (i/(p-1))*p;
        }
    }

    /* Measure time of NITERS h-relations */
    bsp_sync();
    time0= bsp_time();
    for (iter=0; iter<NITERS; iter++){
        for (i=0; i<h; i++)
            bsp_put(destproc[i],&src[i],dest,destindex[i]*SZDBL,
                    SZDBL);
        bsp_sync();
    }
    time1= bsp_time();
time= time1-time0;
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/* Compute time of one h-relation */
if (s==0){
    t[h] = (time*r)/NITERS;
    printf("Time of %5d-relation= %lf sec= %8.0lf flops\n", h, time/NITERS, t[h]); fflush(stdout);
}
}

if (s==0){
    printf("size of double = %d bytes\n",(int)SZDBL);
    leastsquares(0,p,t,&g0,&l0);
    printf("Range h=0 to p : g= %.1lf, l= %.1lf\n",g0,l0);
    leastsquares(p,MAXH,t,&g,&l);
    printf("Range h=p to HMAX: g= %.1lf, l= %.1lf\n",g,l);
    printf("The bottom line for this BSP computer is:\n");
    printf("p= %d, r= %.3lf Mflop/s, g= %.1lf, l= %.1lf\n", p,r/MEGA,g,l);
    fflush(stdout);
}
    bsp_pop_reg(dest); vecfreed(dest);
    bsp_pop_reg(Time); vecfreed(Time);
    bsp_end();
} /* end bspbench */

int main(int argc, char **argv){
    bsp_init(bspbench, argc, argv);
    printf("How many processors do you want to use?\n");
    fflush(stdout);
    scanf("%d",&P);
    if (P > bsp_nprocs()){
        printf("Sorry, not enough processors available.\n");
        exit(1);
    }
    bspbench();
    exit(0);
} /* end main */

1.7 Benchmark results

What is the cheapest parallel computer you can buy? Two personal computers connected by a cable. What performance does this configuration give you? Certainly \( p = 2 \), and perhaps \( r = 122 \text{ Mflop/s} \), \( g = 1180 \), and \( l = 138324 \). These BSP parameters were obtained by running the program bspbench on two PCs from a cluster that fills up a cabinet at the Oxford office of Synchron. This cluster consists of 11 identical Pentium-II PCs with a clock rate of 400 MHz running the Linux operating system, and a connection network of four Fast
Ethernets. Each Ethernet of this cluster consists of a Cisco Catalyst switch with 11 cables, each ending in a Network Interface Card (NIC) at the back of a different PC. (A switch connects pairs of PCs; pairs can communicate independently from other pairs.) Thus, each Ethernet connects all PCs. Having four Ethernets increases the communication capacity fourfold and it gives each PC four possible routes to every other PC, which is useful if some Ethernets are tied down by other communicating PCs. A Fast Ethernet is capable of transferring data at the rate of 100 Mbit/s (i.e. 12.5 Mbyte/s or 1 562 500 double-precision reals per second—ignoring overheads). The system software running on this cluster is the Sychron Virtual Private Server, which guarantees a certain specified computation/communication performance on part or all of the cluster, irrespective of use by others. On top of this system, the portability layers MPI and BSPlib are available. In our experiments on this machine, we used version 1.4 of BSPlib with communication optimization level 2 and the GNU C compiler with computation optimization level 3 (our compiler flags were `-flibrary-level 2 -O3`).

Figure 1.11 shows how you can build a parallel computer from cheap commodity components such as PCs running Linux, cables, and simple switches. This figure gives us a look inside the black box of the basic BSP architecture shown in Fig. 1.1. A parallel computer built in DIY (do-it-yourself) fashion is often called a Beowulf, after the hero warrior of the Old English epic, presumably in admiration of Beowulf’s success in slaying the supers of his era. The Sychron cluster is an example of a small Beowulf; larger ones of hundreds of PCs are now being built by cost-conscious user groups in industry and in academia, see [168] for a how-to guide.

Figure 1.12 shows the time of an $h$-relation on two PCs of the Sychron Beowulf. The benchmark was run with `MAXN` decreased from the default.

![Figure 1.11. Beowulf cluster of eight PCs connected by four switches. Each PC is connected to all switches.](image-url)
1024 to 512, to make the vectors fit in primary cache (i.e. the fastest cache); for length 1024 and above the computing rate decreases sharply. The value of $MAXH$ was increased from the default 256 to 800, because in this case $g \ll l$ and hence a larger range of $h$-values is needed to obtain an accurate value for $g$ from measurements of $hg + l$. Finding the right input parameters $MAXN$, $MAXH$, and $NITERS$ for the benchmark program may require trial and error; plotting the data is helpful in this process. It is unlikely that one set of default parameters will yield sensible measurements for every parallel computer.

What is the most expensive parallel computer you can buy? A supercomputer, by definition. Commonly, a supercomputer is defined as one of today’s top performers in terms of computing rate, communication/synchronization rate, and memory size. Most likely, the cost of a supercomputer will exceed a million US dollars. An example of a supercomputer is the Cray T3E, which is a massively parallel computer with distributed memory and a communication network in the form of a three-dimensional torus (i.e. a mesh with wraparound links at the boundaries). We have benchmarked up to 64 processors of the 128-processor machine called Vermeer,
after the famous Dutch painter, which is located at the HPαC supercomputer centre of Delft University of Technology. Each node of this machine consists of a DEC Alpha 21164 processor with a clock speed of 300 MHz, an advertised peak performance of 600 Mflop/s, and 128 Mbyte memory. In our experiments, we used version 1.4 of BSPlib with optimization level 2 and the Cray C compiler with optimization level 3.

The measured single-processor computing rate is 35 Mflop/s, which is much lower than the theoretical peak speed of 600 Mflop/s. The main reason for this discrepancy is that we measure the speed for a DAXPY operation written in C, whereas the highest performance on this machine can only be obtained by performing matrix–matrix operations such as DGEMM (Double precision GEneral Matrix–Matrix multiplication) and then only when using well-tuned subroutines written in assembler language. The BLAS (Basic Linear Algebra Subprograms) library [59,60,126] provides a portable interface to a set of subroutines for the most common vector and matrix operations, such as DAXPY and DGEMM. (The terms ‘DAXPY’ and ‘DGEMM’ originate in the BLAS definition.) Efficient BLAS implementations exist for most machines. A complete BLAS list is given in [61,Appendix C]. A Cray T3E version of the BLAS is available; its DGEMM approaches peak performance. A note of caution: our initial, erroneous result on the Cray T3E was a computing rate of 140 Mflop/s. This turned out to be due to the Cray timer IRTC, which is called by BSPlib on the Cray and ran four times slower than it should. This error occurs only in version 1.4 of BSPlib, in programs compiled at BSPlib level 2 for the Cray T3E.

Figure 1.13 shows the time of an $h$-relation on 64 processors of the Cray T3E. The time grows more or less linearly, but there are some odd jumps, for instance the sudden significant decrease around $h = 130$. (Sending more data takes less time!) It is beyond our scope to explain every peculiarity of every benchmarked machine. Therefore, we feel free to leave some surprises, like this one, unexplained.

Table 1.2 shows the BSP parameters obtained by benchmarking the Cray T3E for up to 64 processors. The results for $p = 1$ give an indication of the overhead of running a bulk synchronous parallel program on one processor. For the special case $p = 1$, the value of MAXH was decreased to 16, because $l \approx g$ and hence a smaller range of $h$-values is needed to obtain an accurate value for $l$ from measurements of $hg + l$. (Otherwise, even negative values of $l$ could appear.) The table shows that $g$ stays almost constant for $p \leq 16$ and that it grows slowly afterwards. Furthermore, $l$ grows roughly linearly with $p$, but occasionally it behaves strangely: $l$ suddenly decreases on moving from 16 to 32 processors. The explanation is hidden inside the black box of the communication network. A possible explanation is the increased use of wrap-around links when increasing the number of processors. (For a small number of processors, all boundary links of a subpartition connect to other subpartitions, instead of wrapping around to the subpartition itself; thus, the subpartition
is a mesh, rather than a torus. Increasing the number of processors makes the subpartition look more like a torus, with richer connectivity.) The time of a 0-relation (i.e. the time of a superstep without communication) displays a smoother behaviour than that of \( l \), and it is presented here for comparison. This time is a lower bound on \( l \), since it represents only part of the fixed cost of a superstep.
Another prominent supercomputer, at the time of writing these lines of course since machines come and go quickly, is the IBM RS/6000 SP. This machine evolved from the RS/6000 workstation and it can be viewed as a tightly coupled cluster of workstations (without the peripherals, of course). We benchmarked eight processors of the 76-processor SP at the SARA supercomputer centre in Amsterdam. The subpartition we used contains eight so-called thin nodes connected by a switch. Each node contains a 160 MHz PowerPC processor, 512 Mbyte of memory, and a local disk of 4.4 Gbyte. The theoretical peak rate of a processor is about 620 Mflop/s, similar to the Cray T3E above. Figure 1.14 shows the time of an $h$-relation on $p = 8$ processors of the SP. Note the effect of optimization by BSPlib: for $h < p$, the time of an $h$-relation increases rapidly with $h$. For $h = p$, however, BSPlib detects that the $p$th message of each processor is sent to the same destination as the first message, so that it can combine the messages. Every additional message can also be combined with a previous one. As a result, the number of messages does not increase further, and $g$ grows only slowly. Also note the statistical outliers, that is, those values that differ considerably from the others. All outliers are high, indicating interference by message traffic from other users. Although the system guarantees exclusive access to the processors used, it does not guarantee the same for the communication network. This makes communication

![Fig. 1.14. Time of an $h$-relation on an 8-processor IBM SP.](image-url)
benchmarking difficult. More reliable results can be obtained by repeating
the benchmark experiment, or by organizing a party for one’s colleagues (and
sneaking out in the middle), in the hope of encountering a traffic-free period.
A plot will reveal whether this has happened. The resulting BSP parameters
of our experiment are \( p = 8 \), \( r = 212 \) Mflop/s, \( g = 187 \), and \( l = 148 \) 212.
Note that the interference from other traffic hardly influences \( g \), because the
slope of the fitted line is the same as that of the lower string of data (which
can be presumed to be interference-free). The value of \( l \), however, is slightly
overestimated.

The last machine we benchmark is the Silicon Graphics Origin 2000. This
architecture has a physically distributed memory, like the other three bench-
marked computers. In principle, this promises scalability because memory,
communication links, and other resources can grow proportionally with the
number of processors. For ease of use, however, the memory can also be made
to look like shared memory. Therefore, the Origin 2000 is often promoted as a
‘Scalable Shared Memory Multiprocessor’. Following BSP doctrine, we ignore
the shared-memory facility and use the Origin 2000 as a distributed-memory
machine, thereby retaining the advantage of portability.

The Origin 2000 that we could lay our hands on is Oscar, a fine
86-processor parallel computer at the Oxford Supercomputer Centre of Oxford
University. Each processing element of the Origin 2000 is a MIPS R10000 pro-
cessor with a clock speed of 195 MHz and a theoretical peak performance of
390 Mflop/s. We compiled our programs using the SGI MIPSpro C-compiler
with optimization flags switched on as before. We used eight processors in our
benchmark. The systems managers were kind enough to empty the system
from other jobs, and hence we could benchmark a dedicated system. The res-
ulting BSP parameters are \( p = 8 \), \( r = 326 \) Mflop/s, \( g = 297 \), and \( l = 95 \) 686.
Figure 1.15 shows the results.

Table 1.3 presents benchmark results for three different computers with
the number of processors fixed at eight. The parameters \( g \) and \( l \) are given
not only in flops but also in raw microseconds to make it easy to compare
machines with widely differing single-processor performance. The Cray T3E
is the best balanced machine: the low values of \( g \) and \( l \) in flops mean that
communication/synchronization performance of the Cray T3E is excellent,
relative to the computing performance. The low values of \( l \) in microseconds tell
us that in absolute terms synchronization on the Cray is still cheap. The main
drawback of the Cray T3E is that it forces the user to put effort into optimizing
programs, since straightforward implementations such as our benchmark do
not attain top performance. For an unoptimized program, eight processors of
the T3E are slower than a single processor of the Origin 2000. The SP and the
Origin 2000 are similar as BSP machines, with the Origin somewhat faster in
computation and synchronization.
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**Fig. 1.15.** Time of an $h$-relation on an 8-processor SGI Origin.

**Table 1.3.** Comparing the BSP parameters for three different parallel computers with $p = 8$

<table>
<thead>
<tr>
<th>Computer</th>
<th>$r$ (Mflop/s)</th>
<th>(flop)</th>
<th>$\mu$s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$g$</td>
<td>$l$</td>
<td></td>
</tr>
<tr>
<td>Cray T3E</td>
<td>35</td>
<td>31</td>
<td>1 193</td>
</tr>
<tr>
<td>IBM RS/6000 SP</td>
<td>212</td>
<td>187</td>
<td>148 212</td>
</tr>
<tr>
<td>SGI Origin 2000</td>
<td>326</td>
<td>297</td>
<td>95 686</td>
</tr>
</tbody>
</table>

**1.8 Bibliographic notes**

**1.8.1 BSP-related models of parallel computation**

Historically, the Parallel Random Access Machine (PRAM) has been the most widely studied general-purpose model of parallel computation. In this model, processors can read from and write to a shared memory. Several variants of the PRAM model can be distinguished, based on the way concurrent memory access is treated: the concurrent read, concurrent write (CRCW) variant allows full concurrent access, whereas the exclusive read, exclusive
write (EREW) variant allows only one processor to access the memory at a
time. The PRAM model ignores communication costs and is therefore mostly
of theoretical interest; it is useful in establishing lower bounds for the cost
of parallel algorithms. The PRAM model has stimulated the development of
many other models, including the BSP model. The BSP variant with auto-
matic memory management by randomization in fact reduces to the PRAM
model in the asymptotic case \( \frac{g}{l} = \Theta(1) \). For an introduction to the PRAM
model, see the survey by Vishkin [189]. For PRAM algorithms, see the survey
by Spirakis and Gibbons [166,167] and the book by JáJá [113].

The BSP model has been proposed by Valiant in 1989 [177]. The full
description of this ‘bridging model for parallel computation’ is given in [178].
This article describes the two basic variants of the model (automatic memory
management or direct user control) and it gives a complexity analysis of
algorithms for fast Fourier transform, matrix–matrix multiplication, and sort-
ing. In another article [179], Valiant proves that a hypercube or butterfly
architecture can simulate a BSP computer with optimal efficiency. (Here, the
model is called XPRAM.) The BSP model as it is commonly used today has
been shaped by various authors since the original work by Valiant. The survey
by McColl [132] argues that the BSP model is a promising approach to general-
purpose parallel computing and that it can deliver both scalable performance
and architecture independence. Bisseling and McColl [21,22] propose the vari-
ant of the model (with pure computation supersteps of cost \( w + l \) and pure
communication supersteps of cost \( h g + l \) ) that is used in this book. They show
how a variety of scientific computations can be analysed in a simple manner
by using their BSP variant. McColl [133] analyses and classifies several
important BSP algorithms, including dense and sparse matrix–vector mul-
tiplication, matrix–matrix multiplication, LU decomposition, and triangular
system solution.

The LogP model by Culler et al. [49] is an offspring of the BSP model,
which uses four parameters to describe relative machine performance: the
latency \( L \), the overhead \( o \), the gap \( g \), and the number of processors \( P \), instead
of the three parameters \( l \), \( g \), and \( p \) of the BSP model. The LogP model
treats messages individually, not in bulk, and hence it does not provide the
notion of a superstep. The LogP model attempts to reflect the actual machine
architecture more closely than the BSP model, but the price to be paid is an
increase in the complexity of algorithm design and analysis. Bilardi et al. [17]
show that the LogP and BSP model can simulate each other efficiently so that
in principle they are equally powerful.

The YPRAM model by de la Torre and Kruskal [54] characterizes a parallel
computer by its latency, bandwidth inefficiency, and recursive decomposabil-
ity. The decomposable BSP (D-BSP) model [55] is the same model expressed
in BSP terms. In this model, a parallel computer can be decomposed into sub-
machines, each with their own parameters \( g \) and \( l \). The parameters \( g \) and \( l \) of
submachines will in general be lower than those of the complete machine. The
scaling behaviour of the submachines with $p$ is described by functions $g(p)$ and $l(p)$. This work could provide a theoretical basis for subset synchronization within the BSP framework.

The BSPRAM model by Tiskin [174] replaces the communication network by a shared memory. At the start of a superstep, processors read data from the shared memory into their own local memory; then, they compute independently using locally held data; and finally they write local data into the shared memory. Access to the shared memory is in bulk fashion, and the cost function of such access is expressed in $g$ and $l$. The main aim of the BSPRAM model is to allow programming in shared-memory style while keeping the benefits of data locality.

1.8.2 **BSP libraries**

The first portable BSP library was the Oxford BSP library by Miller and Reed [140,141]. This library contains six primitives: put, get, start of superstep, end of superstep, start of program, and end of program. The Cray SHMEM library [12] can be considered as a nonportable BSP library. It contains among others: put, strided put, get, strided get, and synchronization. The Oxford BSP library is similar to the Cray SHMEM library, but it is available for many different architectures. Neither of these libraries allows communication into dynamically allocated memory. The Green BSP library by Goudreau et al. [80,81] is a small experimental BSP library of seven primitives. The main difference with the Oxford BSP library is that the Green BSP library communicates by bulk synchronous message passing, which will be explained in detail in Chapter 4. The data sent in a superstep is written into a remote receive-buffer. This is one-sided communication, because the receiver remains passive when the data is being communicated. In the next superstep, however, the receiver becomes active: it must retrieve the desired messages from its receive-buffer, or else they will be lost forever. Goudreau et al. [80] present results of numerical experiments using the Green BSP library in ocean eddy simulation, computation of minimum spanning trees and shortest paths in graphs, $n$-body simulation, and matrix–matrix multiplication.

Several communication libraries and language extensions exist that enable programming in BSP style but do not fly the BSP flag. The Split-C language by Culler et al. [48] is a parallel extension of C. It provides put and get primitives and additional features such as global pointers and spread arrays. The Global Array toolkit [146] is a software package that allows the creation and destruction of distributed matrices. It was developed in first instance for use in computational chemistry. The Global Array toolkit and the underlying programming model include features such as one-sided communication, global synchronization, relatively cheap access to local memory, and uniformly more expensive access to remote memory. Co-Array Fortran [147],
formerly called F−−, is a parallel extension of Fortran 95. It represents a strict version of an SPMD approach: all program variables exist on all processors; remote variables can be accessed by appending the processor number in square brackets, for example, \( x(3)[2] \) is the variable \( x(3) \) on \( P(2) \). A put is concisely formulated by using such brackets in the left-hand side of an assignment, for example, \( x(3)[2]=y(3) \), and a get by using them on the right-hand side. Processors can be synchronized in subsets or even in pairs. The programmer needs to be aware of the cost implications of the various types of assignments.

BSPlib, used in this book, combines the capabilities of the Oxford BSP and the Green BSP libraries. It has grown into a de facto standard, which is fully defined by Hill et al. [105]. These authors also present results for fast Fourier transformation, randomized sample sorting, and \( n \)-body simulation using BSPlib. Frequently asked questions about BSP and BSPlib, such as ‘Aren’t barrier synchronizations expensive?’ are answered by Skillicorn, Hill, and McColl [163].

Hill and Skillicorn [106] discuss how to implement BSPlib efficiently. They demonstrate that postponing communication is worthwhile, since this allows messages to be reordered (to avoid congestion) and combined (to reduce startup costs). If the natural ordering of the communication in a superstep requires every processor to put data first into \( P(0) \), then into \( P(1) \), and so on, this creates congestion at the destination processors, even if the total \( h \)-relation is well-balanced. To solve this problem, Hill and Skillicorn use a \( p \times p \) Latin square, that is, a matrix with permutations of \( \{0, \ldots, p-1\} \) in the rows and columns, as a schedule for the communication. An example is the 4 \( \times \) 4 Latin square

\[
R = \begin{bmatrix}
0 & 1 & 2 & 3 \\
1 & 2 & 3 & 0 \\
2 & 3 & 0 & 1 \\
3 & 0 & 1 & 2
\end{bmatrix}.
\]  

(1.10)

The communication of the superstep is done in \( p \) rounds. In round \( j \), processor \( P(i) \) sends all data destined for \( P(r_{ij}) \). In another article [107], Hill and Skillicorn discuss the practical issues of implementing a global synchronization on different machines. In particular, they show how to abuse the cache-coherence mechanism of a shared-memory parallel computer to obtain an extremely cheap global synchronization. (In one case, 13.4 times faster than the vendor-provided synchronization.) Donaldson, Hill, and Skillicorn [57] show how to implement BSPlib efficiently on top of the TCP/IP and UDP/IP protocols for a Network Of Workstations (NOW) connected by an Ethernet. They found that it is important to release data packets at an optimal rate into the Ethernet. Above this rate, data packets will collide too often, in which case they must be resent; this increases \( g \). Below the optimal rate, the network
capacity is underused. Hill, Donaldson, and Lanfear [102] present an implementation of BSPlib that continually migrates \( p \) processes around a NOW, taking care to run them on the least used workstations. After the work loads change, for example, because the owner returns from lunch, the next global synchronization provides a natural point to stop the computation, dump all data onto disk, and restart the computation on a less busy set of workstations. As an additional benefit, this provides fault tolerance, for instance the capability to recover from hardware failures.

The Oxford BSP toolset [103] contains an implementation of the C and Fortran 90 versions of the BSPlib standard. This library is used in most numerical experiments of this book. The toolset also contains profiling tools [101,104] that can be used to measure and visualize the amount of computation and the amount of incoming and outgoing data of each processor during a sequence of supersteps.

The Paderborn University BSP (PUB) library [28,30] is an implementation of the C version of the BSPlib standard with extensions. One extension of PUB is zero-cost synchronization [5], also called oblivious synchronization, which exploits the fact that for certain regular computations each receiving processor \( P(s) \) knows the number of data words \( h_r(s) \) it will receive. Processor \( P(s) \) performs a \texttt{bsp_oblsync}(\( h_r(s) \)) operation at the end of the superstep, instead of a \texttt{bsp_sync}. This type of synchronization is cheap because no communication is needed to determine that processors can move on to the next superstep. Another extension is partitioning (by using the primitive \texttt{bsp_partition}), which is decomposing a BSP machine into submachines, each of them again a BSP machine. The submachines must be rejoined later (by using the primitive \texttt{bsp_done}). Each submachine can again be partitioned, in a recursive fashion. The processors of a submachine must be numbered consecutively. The partitioning mechanism provides a disciplined form of subset synchronization. The PUB library also includes a large set of collective-communication functions. Bonorden et al. [29] compare the performance on the Cray T3E of PUB with that of the Oxford BSP toolset and MPI.

The one-sided communications added by MPI-2 [138] to the original MPI standard can also be viewed as comprising a BSP library. The MPI-2 primitives for one-sided communications are \texttt{put}, \texttt{get}, and \texttt{accumulate}; their use is demonstrated in the fifth program, \texttt{mpimv}, of Appendix C. For the complete MPI-2 standard with annotations, see [83]. For a tutorial introduction, see the book by Gropp, Lusk, and Thakur [85].

1.8.3 The non-BSP world: message passing

In contrast to the one-sided communication of BSP programming, traditional message passing uses two-sided communication, which involves both an active sender and an active receiver. The underlying model is that of communicating sequential processes (CSP) by Hoare [108]. Several libraries support this
type of communication. The first portable communication library, parallel virtual machine (PVM), was developed by Sunderam [171]. PVM is a message-passing library that enables computing on heterogeneous networks, that is, networks of computers with different architectures. PVM has evolved into a standard [75] and PVM implementations are available for many different parallel computers. The two strong points of PVM compared with other systems such as BSPlib and MPI-1 are its support of heterogeneous architectures and its capability of dynamic process creation. This means that processors can be added (or removed) during a computation. These features make PVM attractive for certain Beowulf clusters, in particular heterogeneous ones. Geist, Kohl, and Papadopoulos [76] compare PVM with MPI-1.

The message-passing interface (MPI) [137], based on traditional message passing, was defined in 1994 by the MPI Forum, a committee of users and manufacturers of parallel computers. The initial definition is now known as MPI-1. For the complete, most recent MPI-1 standard with annotations, see [164]. For a tutorial introduction, see the book by Gropp, Lusk, and Skjellum [84]. An introduction to parallel programming that uses MPI-1 is the textbook by Pacheco [152]. An introduction that uses PVM and MPI-1 for distributed-memory parallel programming and Pthreads for shared-memory programming is the textbook by Wilkinson and Allen [191]. An introduction to parallel computing that uses MPI-1 for distributed-memory parallel programming and Pthreads and OpenMP for shared-memory programming is the textbook by Grama et al. [82]. Today, MPI-1 is the most widely used portability layer for parallel computers.

1.8.4 Benchmarking

The BSPlib definition [105] presents results obtained by the optimized benchmarking program bspprobe, which is included in the Oxford BSP toolset [103]. The values of $r$ and $l$ that were measured by bspprobe agree well with those of bspbench. The values of $g$, however, are much lower: for instance, the value $g = 1.6$ for 32-bit words at $r = 47$ Mflop/s given in [105, Table 1] corresponds to $g = 0.07\,\mu s$ for 64-bit words, which is 12.5 times less than the 0.88 $\mu$s measured by bspbench, see Table 1.3. This is due to the high optimization level of bspprobe: data are sent in blocks instead of single words and high-performance puts are used instead of buffered puts. The goal of bspprobe is to measure communication performance for optimized programs and hence its bottom line takes as $g$-value the asymptotic value for large blocks. The effect of such optimizations will be studied in Chapter 2. The program bspprobe measures $g$ for two different $h$-relations with the same $h$: (i) a local cyclic shift, where every processor sends $h$ data to the next higher-numbered processor; (ii) a global all-to-all procedure where every processor sends $h/(p-1)$ data to every one of the others. In most cases, the difference between the two $g$-values is small. This validates the basic assumption of the BSP model,
namely that costs can be expressed in terms of $h$. The program bspprobe takes as $l$-value the cost of a synchronization in the absence of communication, that is, $T_{\text{comm}}(0)$, see Table 1.2. BSP parameters obtained for the Green BSP library are given by Goudreau et al. [80].

Benchmark results for machines ranging from personal computers to massively parallel supercomputers are collected and regularly updated by Dongarra [58]. These results represent the total execution rates for solving a dense $n \times n$ linear system of equations with $n = 100$ and $n = 1000$ by the LINPACK software and with unlimited $n$ by any suitable software. The slowest machine included is an HP48 GX pocket calculator which achieves 810 flop/s on the $n = 100$ benchmark. A PC based on the 3.06 GHz Intel Pentium-IV chip achieves a respectable 1.41 Gflop/s for $n = 100$ and 2.88 Gflop/s for $n = 1000$ (1 Gflop = 1 Giga flop = $10^9$ flop). Most interesting is the unrestricted benchmark, see [58,Table 3], which allows supercomputers to show off and demonstrate their capabilities. The table gives: $r_{\text{max}}$, the maximum rate achieved; $r_{\text{peak}}$, the theoretical peak rate; $n_{\text{max}}$, the size of the system at which $r_{\text{max}}$ is achieved; and $n_{1/2}$, the size at which half of $r_{\text{max}}$ is obtained. The $n_{1/2}$ parameter is widely used as a measure of startup overhead. Low $n_{1/2}$ values promise top rates already for moderate problem sizes, see The Science of Computer Benchmarking by Hockney [109]. The value of $r_{\text{max}}$ is the basis for the Top 500 list of supercomputer sites, see http://www.top500.org.

To be called a supercomputer, at present a computer must achieve at least 1 Tflop/s (1 Tflop = 1 Tera flop = $10^{12}$ flop). The fastest existing number cruncher is the Earth Simulator, which was custom-built by NEC for the Japan Marine Science and Technology Center. This computer occupies its own building, has 5120 processors, and it solves a linear system of size $n = 1\,075\,200$ at $r_{\text{max}} = 36$ Tflop/s. Of course, computing rates increase quickly, and when you read these lines, the fastest computer may well have passed the Pflop/s mark (1 Pflop = 1 Peta flop = $10^{15}$ flop).

1.9 Exercises

1. Algorithm 1.1 can be modified to combine the partial sums into one global sum by a different method. Let $p = 2^q$, with $q \geq 0$. Modify the algorithm to combine the partial sums by repeated pairing of processors. Take care that every processor obtains the final result. Formulate the modified algorithm exactly, using the same notation as in the original algorithm. Compare the BSP cost of the two algorithms. For which ratio $l/g$ is the pairwise algorithm faster?

2. Analyse the following operations and derive the BSP cost for a parallel algorithm. Let $x$ be the input vector (of size $n$) of the operation and $y$ the output vector. Assume that these vectors are block distributed over $p$ processors,
with $p \leq n$. Furthermore, $k$ is an integer with $1 \leq k \leq n$. The operations are:

(a) Minimum finding: determine the index $j$ of the component with the minimum value and subtract this value from every component: $y_i = x_i - x_j$, for all $i$. 
(b) Shifting (to the right): assign $y_{(i+k) \mod n} = x_i$.
(c) Smoothing: replace each component by a moving average $y_i = 1/(k+1) \sum_{j=i-k/2}^{i+k/2} x_j$, where $k$ is even.
(d) Partial summing: compute $y_i = \sum_{j=0}^{i} x_j$, for all $i$. (This problem is an instance of the parallel prefix problem.)
(e) Sorting by counting: sort $x$ by increasing value and place the result in $y$. Each component $x_i$ is an integer in the range $0–k$, where $k \ll n$.

3. Get acquainted with your parallel computer before you use it.

(a) Run the program `bspbench` on your parallel computer. Measure the values of $g$ and $l$ for various numbers of processors. How does the performance of your machine scale with $p$?
(b) Modify `bspbench` to measure `bsp_gets` instead of `bsp_puts`. Run the modified program for various $p$. Compare the results with those of the original program.

4. Since their invention, computers have been used as tools in cryptanalytic attacks on secret messages; parallel computers are no exception. Assume a plain text has been encrypted by the classic method of monoalphabetic substitution, where each letter from the alphabet is replaced by another one and where blanks and punctuation characters are deleted. For such a simple encryption scheme, we can apply statistical methods to uncover the message. See Bauer [14] for more details and also for a fascinating history of cryptology.

(a) Let $t = (t_0, \ldots, t_{n-1})^T$ be a cryptotext of $n$ letters and $t'$ another cryptotext, of the same length, language, and encryption alphabet. With a bit of luck, we can determine the language of the texts by computing Friedman’s Kappa value, also called the index of coincidence,

$$
\kappa(t, t') = \frac{1}{n} \sum_{i=0}^{n-1} \delta(t_i, t'_i).
$$

Here, $\delta(x, y) = 1$ if $x = y$, and $\delta(x, y) = 0$ otherwise. The value of $\kappa$ tells us how likely it is that two letters in the same position of the texts are identical. Write a parallel program that reads an encrypted text, splits it into two parts $t$ and $t'$ of equal size (dropping the last letter if necessary), and computes $\kappa(t, t')$. Motivate your choice of data distribution.
(b) Find a suitable cryptotext as input and compute its \( \kappa \). Guess its language by comparing the result with the \( \kappa \)-values found by Kullback (reproduced in [14]): Russian 5.29%, English 6.61%, German 7.62%, French 7.78%.

c) Find out whether Dutch is closer to English or German.

d) Extend your program to compute all letter frequencies in the input text. In English, the ‘e’ is the most frequent letter; its frequency is about 12.5%.

e) Run your program on some large plain texts in the language just determined to obtain a frequency profile of that language. Run your program on the cryptotext and establish its letter frequencies. Now break the code.

(f) Is parallelization worthwhile in this case? When would it be?

5. (*) Data compression is widely used to reduce the size of data files, for instance texts or pictures to be transferred over the Internet. The LZ77 algorithm by Ziv and Lempel [193] passes through a text and uses the most recently accessed portion as a reference dictionary to shorten the text, replacing repeated character strings by pointers to their first occurrence. The popular compression programs PKZIP and gzip are based on LZ77.

Consider the text

'yabbadabbadoo'

(Fred Flintstone, Stone Age). Assume we arrive at the second occurrence of the string ‘abbad’. By going back 5 characters, we find a matching string of length 5. We can code this as the triple of decimal numbers (5,5,111), where the first number in the triple is the number of characters we have to go back and the second number the length of the matching string. The number 111 is the ASCII code for the lower-case ‘o’, which is the next character after the second ‘abbad’. (The lower-case characters ‘a’–‘z’ are numbered 97–122 in the ASCII set.) Giving the next character ensures progress, even if no match was found. The output for this example is: (0,0,121), (0,0,97), (0,0,98), (1,1,97), (0,0,100), (5,5,111), (1,1,−1). The ‘−1’ means end of input. If more matches are possible, the longest one is taken. For longer texts, the search for a match is limited to the last \( m \) characters before the current character (the search window); the string to be matched is limited to the first \( n \) characters starting at the current character (the look-ahead window).

(a) Write a sequential function that takes as input a character sequence and writes as output an LZ77 sequence of triples \((o,l,c)\), where \( o \) is the offset, that is, number of characters to be moved back, \( l \) the length of the matching substring, and \( c \) is the code for the next character. Use suitable data types for \( o \), \( l \), and \( c \) to save space. Take \( m = n = 512 \).
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Also write a sequential function that decompresses the LZ77 sequence. Which is fastest, compression or decompression?

(b) Design and implement a parallel LZ77 compression algorithm. You may adapt the original algorithm if needed for parallelization as long as the output can be read by the sequential LZ77 program. Hint: make sure that each processor has all input data it needs, before it starts compressing.

(c) Now design a parallel algorithm that produces exactly the same output sequence as the sequential algorithm. You may need several passes through the data.

(d) Compare the compression factor of your compression programs with that of gzip. How could you improve the performance?

(e) Is it worthwhile to parallelize the decompression?

6. (*) A random number generator (RNG) produces a sequence of real numbers, in most cases uniformly distributed over the interval [0,1], that are uncorrelated and at least appear to be random. (In fact, the sequence is usually generated by a computer in a completely deterministic manner.) A simple and widely used type of RNG is the linear congruential generator based on the integer sequence defined by

\[ x_{k+1} = (ax_k + b) \mod m, \]

where \( a \), \( b \), and \( m \) are suitable constants. The starting value \( x_0 \) is called the seed. The choice of constants is critical for the quality of the generated sequence. The integers \( x_k \), which are between 0 and \( m - 1 \), are converted to real values \( r_k \in [0,1) \) by \( r_k = x_k / m \).

(a) Express \( x_{k+p} \) in terms of \( x_k \) and some constants. Use this expression to design a parallel RNG, that is, an algorithm, which generates a different, hopefully uncorrelated, sequence for each of the \( p \) processors of a parallel computer. The local sequence of a processor should be a subsequence of the \( x_k \).

(b) Implement your algorithm. Use the constants proposed by Lewis, Goodman, and Miller [129]: \( a = 7^5 \), \( b = 0 \), \( m = 2^{31} - 1 \). This is a simple multiplicative generator. Do not be tempted to use zero as a seed!

(c) For the statistically sophisticated. Design a statistical test to check the randomness of the local sequence of a processor, for example, based on the \( \chi^2 \) test. Also design a statistical test to check the independence of the different local sequences, for example, for the case \( p = 2 \). Does the parallel RNG pass these tests?

(d) Use the sequential RNG to simulate a random walk on the two-dimensional integer lattice \( \mathbb{Z}^2 \), where the walker starts at (0,0), and at
each step moves north, east, south, or west with equal probability 1/4. What is the expected distance to the origin after 100 steps? Create a large number of walks to obtain a good estimate. Use the parallel RNG to accelerate your simulation.

(e) Improve the quality of your parallel RNG by adding a local shuffle to break up short distance correlations. The numbers generated are written to a buffer array of length 64 instead of to the output. The buffer is filled at startup; after that, each time a random number is needed, one of the array values is selected at random, written to the output, and replaced by a new number \( x_k \). The random selection of the buffer element is done based on the last output number. The shuffle is due to Bays and Durham [16]. Check whether this improves the quality of the RNG. Warning: the resulting RNG has limited applicability, because \( m \) is relatively small. Better parallel RNGs exist, see for instance the SPRNG package [131], and in serious work such RNGs must be used.

7. \((\star)\) The sieve of Eratosthenes (276–194 BC) is a method for generating all prime numbers up to a certain bound \( n \). It works as follows. Start with the integers from 2 to \( n \). The number 2 is a prime; cross out all larger multiples of 2. The smallest remaining number, 3, is a prime; cross out all larger multiples of 3. The smallest remaining number, 5, is a prime, etc.

(a) When can we stop?
(b) Write a sequential sieve program. Represent the integers by a suitable array.
(c) Analyse the cost of the sequential algorithm. Hint: the probability of an arbitrary integer \( x \geq 2 \) to be prime is about \( 1/\log x \), where \( \log = \log_{10} \) denotes the natural logarithm. Estimate the total number of cross-out operations and use some calculus to obtain a simple formula. Add operation counters to your program to check the accuracy of your formula.
(d) Design a parallel sieve algorithm. Would you distribute the array over the processors by blocks, cyclically, or in some other fashion?
(e) Write a parallel sieve program `bbspieve` and measure its execution time for \( n = 1000, 10000, 100000, 1000000 \) and \( p = 1, 2, 4, 8 \), or use as many processors as you can lay your hands on.
(f) Estimate the BSP cost of the parallel algorithm and use this estimate to explain your time measurements.
(g) Can you reduce the cost further? Hints: for the prime \( q \), do you need to start crossing out at \( 2q \)? Does every processor cross out the same number of integers? Is all communication really necessary?
(h) Modify your program to generate twin primes, that is, pairs of primes that differ by two, such as (5, 7). (It is unknown whether there are infinitely many twin primes.)

(i) Extend your program to check the Goldbach conjecture: every even $k > 2$ is the sum of two primes. Choose a suitable range of integers to check. Try to keep the number of operations low. (The conjecture has been an open question since 1742.)
This chapter presents a general Cartesian scheme for the distribution of matrices. Based on BSP cost analysis, the square cyclic distribution is proposed as particularly suitable for matrix computations such as LU decomposition. Furthermore, the chapter introduces two-phase broadcasting of vectors, which is a useful method for sending copies of matrix rows or columns to a group of processors. These techniques are demonstrated in the specific case of LU decomposition, but they are applicable to almost all parallel matrix computations. After having read this chapter, you are able to design and implement parallel algorithms for a wide range of matrix computations, including symmetric linear system solution by Cholesky factorization and eigensystem solution by QR decomposition or Householder tridiagonalization.

2.1 The problem

Take a close look at your favourite scientific computing application. Whether it originates in ocean modelling, oil refinery optimization, electronic circuit simulation, or in another application area, most likely you will find on close inspection that its core computation consists of the solution of large systems of linear equations. Indeed, solving linear systems is the most time-consuming part of many scientific computing applications. Therefore, we start with this problem.

Consider a system of linear equations

\[ Ax = b, \tag{2.1} \]

where \( A \) is a given \( n \times n \) nonsingular matrix, \( b \) a given vector of length \( n \), and \( x \) the unknown solution vector of length \( n \). One method for solving this system is by using \textbf{LU decomposition}, that is, decomposition of the matrix \( A \) into an \( n \times n \) unit lower triangular matrix \( L \) and an \( n \times n \) upper triangular matrix \( U \) such that

\[ A = LU. \tag{2.2} \]

An \( n \times n \) matrix \( L \) is called \textbf{unit lower triangular} if \( l_{ii} = 1 \) for all \( i, 0 \leq i < n \), and \( l_{ij} = 0 \) for all \( i, j \) with \( 0 \leq i < j < n \). An \( n \times n \) matrix \( U \) is called \textbf{upper triangular} if \( u_{ij} = 0 \) for all \( i, j \) with \( 0 \leq j < i < n \). Note that we always start counting at zero—my daughter Sarai was raised that way—and this will turn
out to be an advantage later in life, when encountering parallel computations. (For instance, it becomes easier to define the cyclic distribution.)

Example 2.1

For $A = \begin{bmatrix} 1 & 4 & 6 \\ 2 & 10 & 17 \\ 3 & 16 & 31 \end{bmatrix}$, the decomposition is $L = \begin{bmatrix} 1 & 0 & 0 \\ 2 & 1 & 0 \\ 3 & 2 & 1 \end{bmatrix}$, $U = \begin{bmatrix} 1 & 4 & 6 \\ 0 & 2 & 5 \\ 0 & 0 & 3 \end{bmatrix}$.

The linear system $Ax = b$ can be solved by first decomposing $A$ into $A = LU$ and then solving the triangular systems $Ly = b$ and $Ux = y$. The advantage of LU decomposition over similar methods such as Gaussian elimination is that the factors $L$ and $U$ can be reused, to solve different systems $Ax = b'$ with the same matrix but different right-hand sides. The main text of the present chapter only deals with LU decomposition. Exercise 9 treats the parallel solution of triangular systems.

2.2 Sequential LU decomposition

In this section, we derive the sequential algorithm that is the basis for developing our parallel algorithm. By expanding (2.2) and using the fact that $l_{ir} = 0$ for $i < r$ and $u_{rj} = 0$ for $r > j$, we get

$$a_{ij} = \sum_{r=0}^{n-1} l_{ir}u_{rj} = \sum_{r=0}^{\min(i,j)} l_{ir}u_{rj}, \quad \text{for } 0 \leq i, j < n. \quad (2.3)$$

In the case $i \leq j$, we split off the $i$th term and substitute $l_{ii} = 1$, to obtain

$$u_{ij} = a_{ij} - \sum_{r=0}^{i-1} l_{ir}u_{rj}, \quad \text{for } 0 \leq i \leq j < n. \quad (2.4)$$

Similarly,

$$l_{ij} = \frac{1}{u_{jj}} \left( a_{ij} - \sum_{r=0}^{j-1} l_{ir}u_{rj} \right), \quad \text{for } 0 \leq j < i < n. \quad (2.5)$$

Equations (2.4) and (2.5) lead to a method for computing the elements of $L$ and $U$. For convenience, we first define the intermediate $n \times n$ matrices $A^{(k)}$, $0 \leq k \leq n$, by

$$a_{ij}^{(k)} = a_{ij} - \sum_{r=0}^{k-1} l_{ir}u_{rj}, \quad \text{for } 0 \leq i, j < n. \quad (2.6)$$
Algorithm 2.1. Sequential LU decomposition.

<table>
<thead>
<tr>
<th>input:</th>
<th>$A^{(0)}$: $n \times n$ matrix.</th>
</tr>
</thead>
<tbody>
<tr>
<td>output:</td>
<td>$L$: $n \times n$ unit lower triangular matrix, $U$: $n \times n$ upper triangular matrix, such that $LU = A^{(0)}$.</td>
</tr>
</tbody>
</table>

for $k := 0$ to $n - 1$ do
  for $j := k$ to $n - 1$ do
    $u_{kj} := a^{(k)}_{kj}$;
  for $i := k + 1$ to $n - 1$ do
    $l_{ik} := a^{(k)}_{ik} / u_{kk}$;
  for $i := k + 1$ to $n - 1$ do
    for $j := k + 1$ to $n - 1$ do
      $a^{(k+1)}_{ij} := a^{(k)}_{ij} - l_{ik} u_{kj}$;

Note that $A^{(0)} = A$ and $A^{(n)} = 0$. In this notation, (2.4) and (2.5) become

$$u_{ij} = a^{(i)}_{ij}, \quad \text{for } 0 \leq i \leq j < n,$$

and

$$l_{ij} = \frac{a^{(j)}_{ij}}{u_{jj}}, \quad \text{for } 0 \leq j < i < n.$$

Algorithm 2.1 produces the elements of $L$ and $U$ in stages. Stage $k$ first computes the elements $u_{kj}, j \geq k$, of row $k$ of $U$ and the elements $l_{ik}, i > k$, of column $k$ of $L$. Then, it computes $A^{(k+1)}$ in preparation for the next stage. Since only values $a^{(k)}_{ij}$ with $i, j \geq k$ are needed in stage $k$, only the values $a^{(k+1)}_{ij}$ with $i, j \geq k + 1$ are prepared. It can easily be verified that this order of computation is indeed feasible: in each assignment of the algorithm, the values of the right-hand side have already been computed.

Figure 2.1 illustrates how computer memory can be saved by storing all currently available elements of $L$, $U$, and $A^{(k)}$ in one working matrix, which we call $A$. Thus, we obtain Algorithm 2.2. On input, $A$ contains the original matrix $A^{(0)}$, whereas on output it contains the values of $L$ below the diagonal and the values of $U$ above and on the diagonal. In other words, the output matrix equals $L - I_n + U$, where $I_n$ denotes the $n \times n$ identity matrix, which has ones on the diagonal and zeros everywhere else. Note that stage $n - 1$ of the algorithm does nothing, so we can skip it.

This is a good moment for introducing our matrix/vector notation, which is similar to the MATLAB [100] notation commonly used in the field of numerical linear algebra. This notation makes it easy to describe submatrices and
Algorithm 2.2. Memory-efficient sequential LU decomposition.

\[
\text{input: } A: n \times n \text{ matrix, } A = A^{(0)}.
\]
\[
\text{output: } A: n \times n \text{ matrix, } A = L - I_n + U, \text{ with}
\]
\[
L: n \times n \text{ unit lower triangular matrix,}
\]
\[
U: n \times n \text{ upper triangular matrix,}
\]
\[
\text{such that } LU = A^{(0)}.
\]

\[
\text{for } k := 0 \text{ to } n - 1 \text{ do}
\]
\[
\text{for } i := k + 1 \text{ to } n - 1 \text{ do}
\]
\[
a_{ik} := a_{ik} / a_{kk};
\]
\[
\text{for } i := k + 1 \text{ to } n - 1 \text{ do}
\]
\[
\text{for } j := k + 1 \text{ to } n - 1 \text{ do}
\]
\[
a_{ij} := a_{ij} - a_{ik} a_{kj};
\]

The subvector \(x(i_0: i_1)\) is a vector of length \(i_1 - i_0 + 1\), which contains all components of \(x\) from \(i_0\) up to and including \(i_1\). The (noncontiguous) subvector \(x(i_0: s: i_1)\) contains the components \(i_0, i_0 + s, i_0 + 2s, \ldots\) not exceeding \(i_1\). Here, \(s\) is the stride of the subvector. The subvector \(x(*)\) contains all components and hence it equals \(x\). The subvector \(x(i)\) contains one component, the \(i\)th. The submatrix \(A(i_0: i_1, j_0: j_1)\) contains all elements \(a_{ij}\) with \(i_0 \leq i \leq i_1\) and \(j_0 \leq j \leq j_1\). The ranges for the matrix indices can be written in the same way as for the vector indices. For example, the submatrix \(A(i, *)\) denotes row \(i\) of the matrix \(A\). Using our matrix/vector notation, we can write the submatrix used to store elements of \(A^{(k)}\) as \(A(k: n - 1, k: n - 1)\).
We can also write the part of $U$ computed in stage $k$ as $U(k, k: n - 1)$ and the part of $L$ computed in stage $k$ as $L(k + 1: n - 1, k)$.

**Example 2.2** The matrix $A$ of Example 2.1 is transformed into a matrix holding the $L$ and $U$ factors, as follows:

$$A = \begin{bmatrix} 1 & 4 & 6 \\ 2 & 10 & 17 \\ 3 & 16 & 31 \end{bmatrix} \Rightarrow \begin{bmatrix} 1 & 4 & 6 \\ 2 & 2 & 5 \\ 3 & 4 & 13 \end{bmatrix} \Rightarrow \begin{bmatrix} 1 & 4 & 6 \\ 2 & 2 & 5 \\ 3 & 2 & 3 \end{bmatrix} = L - I_n + U.$$

**Example 2.3** No LU decomposition exists for

$$A = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$

The last example shows that Algorithm 2.2 may break down, even in the case of a nonsingular matrix. This happens if $a_{kk} = 0$ for a certain $k$, so that division by zero is attempted. A remedy for this problem is to permute the rows of the matrix $A$ in a suitable way, giving a matrix $PA$, before computing an LU decomposition. This yields

$$PA = LU,$$  \hspace{1cm} (2.9)

where $P$ is an $n \times n$ permutation matrix, that is, a matrix obtained by permuting the rows of $I_n$. A useful property of a permutation matrix is that its inverse equals its transpose, $P^{-1} = P^T$. The effect of multiplying $A$ from the left by $P$ is to permute the rows of $A$.

Every permutation matrix corresponds to a unique permutation, and vice versa. Let $\sigma : \{0, \ldots, n-1\} \to \{0, \ldots, n-1\}$ be a permutation. We define the permutation matrix $P_\sigma$ corresponding to $\sigma$ as the $n \times n$ matrix with elements

$$(P_\sigma)_{ij} = \begin{cases} 1 & \text{if } i = \sigma(j) \\ 0 & \text{otherwise,} \end{cases} \quad \text{for } 0 \leq i, j < n. \hspace{1cm} (2.10)$$

This means that column $j$ of $P_\sigma$ has an element one in row $\sigma(j)$, and zeros everywhere else.

**Example 2.4** Let $n = 3$ and $\sigma(0) = 1$, $\sigma(1) = 2$, and $\sigma(2) = 0$. Then

$$P_\sigma = \begin{bmatrix} \cdots & \cdots & 1 \\ 1 & \cdots & \cdots \\ \cdots & 1 & \cdots \end{bmatrix},$$

where the dots in the matrix denote zeros.
The matrix $P_\sigma$ has the following useful properties:

**Lemma 2.5** Let $\sigma : \{0, \ldots, n-1\} \rightarrow \{0, \ldots, n-1\}$ be a permutation. Let $x$ be a vector of length $n$ and $A$ an $n \times n$ matrix. Then

$$(P_\sigma x)_i = x_{\sigma^{-1}(i)}, \text{ for } 0 \leq i < n,$$

$$(P_\sigma A)_{ij} = a_{\sigma^{-1}(i),j}, \text{ for } 0 \leq i, j < n,$$

$$(P_\sigma A P_\sigma^T)_{ij} = a_{\sigma^{-1}(i),\sigma^{-1}(j)}, \text{ for } 0 \leq i, j < n.$$

**Lemma 2.6** Let $\sigma, \tau : \{0, \ldots, n-1\} \rightarrow \{0, \ldots, n-1\}$ be permutations. Then

$$P_\tau P_\sigma = P_{\tau \sigma} \text{ and } (P_\sigma)^{-1} = P_{\sigma^{-1}}.$$ 

Here, $\tau \sigma$ denotes $\sigma$ followed by $\tau$.

**Proof** The proofs follow immediately from the definition of $P_\sigma$. □

Usually, it is impossible to determine a suitable complete row permutation before the LU decomposition has been carried out, because the choice may depend on the evolving computation of $L$ and $U$. A common procedure, which works well in practice, is **partial row pivoting**. The computation starts with the original matrix $A$. At the start of stage $k$, a **pivot element** $a_{rk}$ is chosen with the largest absolute value in column $k$, among the elements $a_{ik}$ with $i \geq k$. We express this concisely in the program text by stating that $r = \arg \max(|a_{ik}| : k \leq i < n)$, that is, $r$ is the argument (or index) of the maximum. If $A$ is nonsingular, it is guaranteed that $a_{rk} \neq 0$. (Taking the largest element, instead of an arbitrary nonzero, keeps us farthest from dividing by zero and hence improves the numerical stability.) Swapping row $k$ and the **pivot row** $r$ now makes it possible to perform stage $k$.

LU decomposition with partial row pivoting produces the $L$ and $U$ factors of a permuted matrix $PA$, for a given input matrix $A$. These factors can then be used to solve the linear system $PAx = Pb$ by permuting the vector $b$ and solving two triangular systems. To perform the permutation, we need to know $P$. We can represent $P$ by a permutation vector $\pi$ of length $n$. We denote the components of $\pi$ by $\pi_i$ or $\pi(i)$, whichever is more convenient in the context. We determine $P$ by registering the swaps executed in the stages of the computation. For instance, we can start with the identity permutation stored as a vector $e = (0, 1, \ldots, n - 1)^T$ in $\pi$. We swap the components $k$ and $r$ of $\pi$ whenever we swap a row $k$ and a row $r$ of the working matrix. On output, the working matrix holds the $L$ and $U$ factors of $PA$, and $\pi$ holds the vector $Pe$. Assume $P = P_\sigma$ for a certain permutation $\sigma$. Applying Lemma 2.5 gives $\pi(i) = (P_\sigma e)_i = e_{\sigma^{-1}(i)} = \sigma^{-1}(i)$, for all $i$. Therefore, $\sigma = \pi^{-1}$ and $P_{\pi^{-1}}A = LU$. Again applying the lemma, we see that this is equivalent with $a_{\pi(i),j} = (LU)_{ij}$, for all $i, j$.

The resulting LU decomposition with partial pivoting is given as Algorithm 2.3.
Algorithm 2.3. Sequential LU decomposition with partial row pivoting.

\[
\begin{align*}
\text{input:} & \quad A : n \times n \text{ matrix}, A = A^{(0)}. \\
\text{output:} & \quad A : n \times n \text{ matrix}, A = L - I_n + U, \text{ with } \\
& \quad L : n \times n \text{ unit lower triangular matrix,} \\
& \quad U : n \times n \text{ upper triangular matrix,} \\
& \quad \pi : \text{ permutation vector of length } n, \\
& \quad \text{such that } a^{(0)}_{\pi(i),j} = (LU)_{ij}, \text{ for } 0 \leq i, j < n.
\end{align*}
\]

\[
\begin{align*}
\text{for } i := 0 \text{ to } n - 1 \text{ do} & \\
& \quad \pi_i := i; \\
\text{for } k := 0 \text{ to } n - 1 \text{ do} & \\
& \quad r := \text{argmax}(|a_{ik}| : k \leq i < n); \\
& \quad \text{swap}(\pi_k, \pi_r); \\
& \quad \text{for } j := 0 \text{ to } n - 1 \text{ do} & \\
& \quad \quad \text{swap}(a_{kj}, a_{rj}); \\
& \quad \text{for } i := k + 1 \text{ to } n - 1 \text{ do} & \\
& \quad \quad a_{ik} := a_{ik}/a_{kk}; \\
& \quad \text{for } i := k + 1 \text{ to } n - 1 \text{ do} & \\
& \quad \quad \text{for } j := k + 1 \text{ to } n - 1 \text{ do} & \\
& \quad \quad \quad a_{ij} := a_{ij} - a_{ik}a_{kj}; \\
\end{align*}
\]

Its cost is determined as follows. The floating-point operations in stage \( k \) are: \( n - k - 1 \) divisions, \( (n - k - 1)^2 \) multiplications, and \( (n - k - 1)^2 \) subtractions. We ignore all other operations, such as comparisons, assignments, and integer operations, because taking these into account would make our analysis laborious and unnecessarily complicated. The cost of Algorithm 2.3, measured in flops, is therefore:

\[
T_{\text{seq}} = \sum_{k=0}^{n-1} (2(n-k-1)^2 + n-k-1) = \sum_{k=0}^{n-1} (2k^2 + k) = \frac{2n^3}{3} - \frac{n^2}{2} - \frac{n}{6}. \quad (2.11)
\]

In the summation, we used two formulae so important for analysing the complexity of matrix computations, that you should know them by heart:

**Lemma 2.7** Let \( n \geq 0 \) be an integer. Then

\[
\sum_{k=0}^{n} k = \frac{n(n+1)}{2}, \quad \sum_{k=0}^{n} k^2 = \frac{n(n+1)(2n+1)}{6}.
\]

**Proof** By induction on \( n \). \( \Box \)
Design your parallel algorithms backwards! We follow this motto by first transforming a sequential step into a computation superstep and then inserting preceding communication supersteps to obtain nonlocal data where needed.

The design process of our parallel LU decomposition algorithm is as follows. First, we introduce a general data distribution scheme, which reflects the problem and restricts the possible communication patterns, but which also leaves sufficient freedom for optimization. Second, we derive a basic parallel algorithm, directly from the sequential algorithm and the data distribution scheme; we do this mostly in the backward direction. Third, we analyse the cost of the basic parallel algorithm and use the results of this analysis to choose a data distribution with optimal load balance and low communication overhead. Fourth, we restructure the algorithm to reduce its cost further. This section presents the first three phases of the design process; the fourth phase is presented in the next section.

The data to be distributed for parallel LU decomposition are the matrix $A$ and the vector $\pi$. Clearly, the most important decision is how to distribute $A$. The bulk of the computational work in stage $k$ of the sequential algorithm is the modification of the matrix elements $a_{ij}$ with $i, j \geq k + 1$. Therefore, our choice of distribution will be based on an analysis of this part of the algorithm. It is easy to distribute the computational work of this part evenly over the processors; this can simply be done by evenly distributing the corresponding data. Distribution of the matrix elements over different processors, however, will give rise to communication, because in general the matrix elements $a_{ij}, a_{ik},$ and $a_{kj}$ involved in an update $a_{ij} := a_{ij} - a_{ik}a_{kj}$ will not reside on the same processor. There are $(n - k - 1)^2$ elements $a_{ij}$ to be updated, using only $n - k - 1$ elements $a_{ik}$ from column $k$ of $A$ and $n - k - 1$ elements $a_{kj}$ from row $k$. Therefore, to prevent communication of large amounts of data, the update $a_{ij} := a_{ij} - a_{ik}a_{kj}$ must be performed by the processor that contains $a_{ij}$. This implies that only elements of column $k$ and row $k$ of $A$ need to be communicated in stage $k$. This approach is illustrated in Fig. 2.2.

An important observation is that the modification of the elements in row $A(i, k + 1: n - 1)$ uses only one value from column $k$ of $A$, namely $a_{ik}$. If we distribute each matrix row over a limited set of $N$ processors, then the communication of an element from column $k$ can be restricted to a broadcast to $N$ processors. Similarly, the modification of the elements in column $A(k + 1: n - 1, j)$ uses only one value from row $k$ of $A$, namely $a_{kj}$. If we distribute each matrix column over a limited set of $M$ processors, then the communication of an element from row $k$ can be restricted to a broadcast to $M$ processors.

For matrix computations, it is natural to number the processors by two-dimensional identifiers $P(s, t)$, $0 \leq s < M$ and $0 \leq t < N$, where $p = MN$ is the number of processors. We define processor row $P(s, *)$
as the group of $N$ processors $P(s,t)$ with $0 \leq t < N$, and processor column $P(*,t)$ as the group of $M$ processors $P(s,t)$ with $0 \leq s < M$. This is just a two-dimensional numbering of the processors and has no physical meaning in the BSP model. Any resemblance to actual parallel computers, such as a rectangular processor network, is purely coincidental and, for the sake of portability, such resemblance should not be exploited. To make it easier to resist the temptation, BSP veterans always tell newcomers to the BSP world that BSPlib software randomly renumbers the processors before it starts.

A **matrix distribution** is a mapping

$$\phi : \{(i,j) : 0 \leq i, j < n\} \rightarrow \{(s,t) : 0 \leq s < M \land 0 \leq t < N\}$$

from the set of matrix index pairs to the set of processor identifiers. The mapping function $\phi$ has two coordinates,

$$\phi(i,j) = (\phi_0(i,j), \phi_1(i,j)), \quad \text{for } 0 \leq i, j < n.$$  \hfill (2.12)

A matrix distribution is called **Cartesian** if $\phi_0(i,j)$ is independent of $j$ and $\phi_1(i,j)$ is independent of $i$, so that we can write

$$\phi(i,j) = (\phi_0(i), \phi_1(j)), \quad \text{for } 0 \leq i, j < n.$$  \hfill (2.13)

Figure 2.3 shows a Cartesian distribution of a $7 \times 7$ matrix over $2 \times 3$ processors. Cartesian distributions allocate matrix rows to processor rows. This is good for LU decomposition, because in stage $k$ an element $a_{ik}$ of column $k$ needs to be communicated only to the owners of matrix row $i$, that is, to processor row $P(\phi_0(i),*)$, which is a group of $N$ processors. Similarly, Cartesian distributions allocate matrix columns to processor columns, which reduces the communication of an element from row $k$ to a broadcast to $M$ processors.
In both cases, the destination is only a subset of all the processors. Therefore, we decide to use a Cartesian matrix distribution. For this moment, we do not specify the distribution further, to leave us the freedom of tailoring it to our future needs.

An initial parallel algorithm can be developed by parallelizing the sequential algorithm step by step, using data parallelism to derive computation supersteps and the need-to-know principle to obtain the necessary communication supersteps. According to this principle, exactly those nonlocal data that are needed in a computation superstep should be fetched in preceding communication supersteps.

One parallelization method based on this approach is to allocate a computation to the processor that possesses the variable on the left-hand side of an assignment and to communicate beforehand the nonlocal data appearing in the right-hand side. An example is the superstep pair (10)–(11) of Algorithm 2.4, which is a parallel version of the matrix update from stage \( k \) of the LU decomposition. (The superstep numbering corresponds to that of the complete basic parallel algorithm.) In superstep (11), the local elements \( a_{ij} \) with \( i, j \geq k + 1 \) are modified. In superstep (10), the elements \( a_{ik} \) and \( a_{kj} \) with \( i, j \geq k + 1 \) are communicated to the processors that need them. It is guaranteed that all values needed have been sent, but depending on the distribution and the stage \( k \), certain processors actually may not need all of the communicated elements. (This mild violation of the strict need-to-know principle is common in dense matrix computations, where all matrix elements are treated as nonzero; for sparse matrices, however, where many matrix elements are zero, the communication operations should be precisely targeted, see Chapter 4.) Another example of this parallelization method is the superstep pair (8)–(9). In superstep (9), the local elements of column \( k \) are divided by \( a_{kk} \). This division is performed only by processors in processor

\[
\begin{array}{ccccccc}
  t = 0 & 2 & 1 & 2 & 0 & 1 & 0 \\
  s = 0 & 00 & 02 & 01 & 02 & 00 & 01 & 00 \\
  0 & 00 & 02 & 01 & 02 & 00 & 01 & 00 \\
  1 & 10 & 12 & 11 & 12 & 10 & 11 & 10 \\
  0 & 00 & 02 & 01 & 02 & 00 & 01 & 00 \\
  1 & 10 & 12 & 11 & 12 & 10 & 11 & 10 \\
  0 & 00 & 02 & 01 & 02 & 00 & 01 & 00 \\
  1 & 10 & 12 & 11 & 12 & 10 & 11 & 10 \\
\end{array}
\]
Algorithm 2.4. Parallel matrix update in stage $k$ for $P(s, t)$.

1. If $\phi_0(k) = s \land \phi_1(k) = t$ then put $a_{kk}$ in $P(\ast, t)$;
2. If $\phi_1(k) = t$ then for all $i : k < i < n \land \phi_0(i) = s$ do $a_{ik} := a_{ik}/a_{kk}$;
3. If $\phi_1(k) = t$ then for all $i : k < i < n \land \phi_0(i) = s$ do put $a_{ik}$ in $P(s, \ast)$;
4. For all $i : k < i < n \land \phi_0(i) = s$ do for all $j : k < j < n \land \phi_1(j) = t$ do $a_{ij} := a_{ij} - a_{ik}a_{kj}$;

Algorithm 2.5. Parallel pivot search in stage $k$ for $P(s, t)$.

1. If $\phi_1(k) = t$ then $r_s := \text{argmax}(|a_{ik}| : k \leq i < n \land \phi_0(i) = s)$;
2. If $\phi_1(k) = t$ then put $r_s$ and $a_{rs,k}$ in $P(\ast, t)$;
3. If $\phi_1(k) = t$ then $s_{\text{max}} := \text{argmax}(|a_{rq,k}| : 0 \leq q < M)$;
4. If $\phi_1(k) = t$ then $r := r_{s_{\text{max}}}$;
5. If $\phi_1(k) = t$ then put $r$ in $P(s, \ast)$;

In superstep (8), the element $a_{kk}$ is obtained.

An alternative parallelization method based on the same need-to-know approach is to allocate a computation to the processor that contains part or all of the data of the right-hand side, and then to communicate partial results to the processors in charge of producing the final result. This may be more efficient if the number of result values is less than the number of input data values involved. An example is the sequence of supersteps (0)–(3) of Algorithm 2.5, which is a parallel version of the pivot search from stage $k$ of the LU decomposition. First a local element with maximum absolute value is determined, whose index and value are then sent to all processors in $P(\ast, \phi_1(k))$. (In our cost model, this takes the same time as sending them to
Algorithm 2.6. Index and row swaps in stage $k$ for $P(s,t)$.

\begin{align}
(4) \quad & \text{if } \phi_0(k) = s \land t = 0 \text{ then put } \pi_k \text{ as } \hat{\pi}_k \text{ in } P(\phi_0(r),0); \\
& \text{if } \phi_0(r) = s \land t = 0 \text{ then put } \pi_r \text{ as } \hat{\pi}_r \text{ in } P(\phi_0(k),0); \\
(5) \quad & \text{if } \phi_0(k) = s \land t = 0 \text{ then } \pi_k := \hat{\pi}_r; \\
& \text{if } \phi_0(r) = s \land t = 0 \text{ then } \pi_r := \hat{\pi}_k; \\
(6) \quad & \text{if } \phi_0(k) = s \text{ then for all } j : 0 \leq j < n \land \phi_1(j) = t \text{ do } \\
& \qquad \text{put } a_{kj} \text{ as } \hat{a}_{kj} \text{ in } P(\phi_0(r),t); \\
& \text{if } \phi_0(r) = s \text{ then for all } j : 0 \leq j < n \land \phi_1(j) = t \text{ do } \\
& \qquad \text{put } a_{rj} \text{ as } \hat{a}_{rj} \text{ in } P(\phi_0(k),t); \\
(7) \quad & \text{if } \phi_0(k) = s \text{ then for all } j : 0 \leq j < n \land \phi_1(j) = t \text{ do } \\
& \qquad a_{kj} := \hat{a}_{rj}; \\
& \text{if } \phi_0(r) = s \text{ then for all } j : 0 \leq j < n \land \phi_1(j) = t \text{ do } \\
& \qquad a_{rj} := \hat{a}_{kj};
\end{align}

only one master processor $P(0,\phi_1(k))$; a similar situation occurs for the inner product algorithm in Section 1.3.) All processors in the processor column redundantly determine the processor $P(s_{\text{max}},\phi_1(k))$ and the global row index $r$ of the maximum value. The index $r$ is then broadcast to all processors.

The part of stage $k$ that remains to be parallelized consists of index and row swaps. To parallelize the index swaps, we must first choose the distribution of $\pi$. It is natural to store $\pi_k$ together with row $k$, that is, somewhere in processor row $P(\phi_0(k),*)$; we choose $P(\phi_0(k),0)$ as the location. Alternatively, we could have replicated $\pi_k$ and stored a copy in every processor of $P(\phi_0(k),*)$. (Strictly speaking, this is not a distribution any more.) The index swaps are performed by superstep pair (4)–(5) of Algorithm 2.6. The components $\pi_k$ and $\pi_r$ of the permutation vector are swapped by first putting each component into its destination processor and then assigning it to the appropriate component of the array $\pi$. Temporary variables (denoted by hats) are used to help distinguishing between the old and the new contents of a variable. The same is done for the row swaps in supersteps (6)–(7).

To make the algorithm efficient, we must choose a distribution $\phi$ that incurs low BSP cost. To do this, we first analyse stage $k$ of the algorithm and identify the main contributions to its cost. Stage $k$ consists of 12 supersteps, so that its synchronization cost equals $12l$. Sometimes, a superstep may be empty so that it can be deleted. For example, if $N = 1$, superstep (3) is empty. In the extreme case $p = 1$, all communication supersteps can be deleted and the remaining computation supersteps can be combined into one superstep. For $p > 1$, however, the number of supersteps in one stage remains a small
constant, which should not influence the choice of distribution. Therefore, we consider $12nl$ to be an upper bound on the total synchronization cost of the algorithm, and we exclude terms in $l$ from the following analysis of the separate supersteps.

The computation and communication cost can concisely be expressed using

$$R_k = \max_{0 \leq s < M} |\{i : k \leq i < n \land \phi_0(i) = s\}|,$$  
(2.14)

that is, $R_k$ is the maximum number of local matrix rows with index $\geq k$, and

$$C_k = \max_{0 \leq t < N} |\{j : k \leq j < n \land \phi_1(j) = t\}|,$$  
(2.15)

that is, $C_k$ is the maximum number of local matrix columns with index $\geq k$.

**Example 2.8** In Fig. 2.3, $R_0 = 4, C_0 = 3$ and $R_4 = 2, C_4 = 2$.

Lower bounds for $R_k$ and $C_k$ are given by

$$R_k \geq \left\lceil \frac{n-k}{M} \right\rceil, \quad C_k \geq \left\lceil \frac{n-k}{N} \right\rceil.$$  
(2.16)

**Proof** Assume $R_k < \lfloor (n-k)/M \rfloor$. Because $R_k$ is integer, we even have that $R_k < (n-k)/M$ so that each processor row has less than $(n-k)/M$ matrix rows. Therefore, the $M$ processor rows together possess less than $n-k$ matrix rows, which contradicts the fact that they hold the whole range $k \leq i < n$. A similar proof holds for $C_k$.

The computation supersteps of the algorithm are (0), (2), (5), (7), (9), and (11). Supersteps (0), (2), (5), and (7) are for free in our benign cost model, since they do not involve floating-point operations. (A more detailed analysis taking all types of operations into account would yield a few additional lower-order terms.) Computation superstep (9) costs $R_k + 1$ time units, since each processor performs at most $R_k + 1$ divisions. Computation superstep (11) costs $2R_k + 1C_k + 1$ time units, since each processor performs at most $R_k + 1C_k + 1$ multiplications and $R_k + 1C_k + 1$ subtractions. The cost of (11) clearly dominates the total computation cost.

Table 2.1 presents the cost of the communication supersteps of the basic parallel LU decomposition. It is easy to verify the cost values given by the table. For the special case $N = 1$, the $h_r$ value given for (3) in the table should in fact be 0 instead of 1, but this does not affect the resulting value of $h$. A similar remark should be made for supersteps (4), (8), and (10). During most of the algorithm, the largest communication superstep is (10), while the next-largest one is (6). Near the end of the computation, (6) becomes dominant.

To minimize the total BSP cost of the algorithm, we must take care to minimize the cost of both computation and communication. First we consider
Table 2.1. Cost (in $g$) of communication supersteps in stage $k$ of basic parallel LU decomposition

<table>
<thead>
<tr>
<th>Superstep</th>
<th>$h_s$</th>
<th>$h_r$</th>
<th>$h = \max{h_s, h_r}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>$2(M - 1)$</td>
<td>$2(M - 1)$</td>
<td>$2(M - 1)$</td>
</tr>
<tr>
<td>(3)</td>
<td>$N - 1$</td>
<td>1</td>
<td>$N - 1$</td>
</tr>
<tr>
<td>(4)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(6)</td>
<td>$C_0$</td>
<td>$C_0$</td>
<td>$C_0$</td>
</tr>
<tr>
<td>(8)</td>
<td>$M - 1$</td>
<td>1</td>
<td>$M - 1$</td>
</tr>
<tr>
<td>(10)</td>
<td>$R_{k+1}(N - 1)$+ $R_{k+1}+C_{k+1}$ $R_{k+1}(N - 1)$+ $C_{k+1}(M - 1)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the computation cost, and in particular the cost of the dominant computation superstep,

$$T_{(11)} = 2R_{k+1}C_{k+1} \geq 2 \left\lceil \frac{n-k-1}{M} \right\rceil \left\lceil \frac{n-k-1}{N} \right\rceil. \quad (2.17)$$

This cost can be minimized by distributing the matrix rows cyclically over the $M$ processor rows and the matrix columns cyclically over the $N$ processor columns. In that case, matrix rows $k + 1$ to $n - 1$ are evenly or nearly evenly divided over the processor rows, with at most a difference of one matrix row between the processor rows, and similarly for the matrix columns. Thus,

$$T_{(11),\text{cyclic}} = 2 \left\lceil \frac{n-k-1}{M} \right\rceil \left\lceil \frac{n-k-1}{N} \right\rceil. \quad (2.18)$$

The resulting matrix distribution is the $M \times N$ cyclic distribution, defined by

$$\phi_0(i) = i \mod M, \quad \phi_1(j) = j \mod N, \quad \text{for } 0 \leq i, j < n. \quad (2.19)$$

Figure 2.4 shows the $2 \times 3$ cyclic distribution of a $7 \times 7$ matrix.

The cost of (11) for the $M \times N$ cyclic distribution is bounded between

$$\frac{2(n-k-1)^2}{p} \leq T_{(11),\text{cyclic}} < 2 \left( \frac{n-k-1}{M} + 1 \right) \left( \frac{n-k-1}{N} + 1 \right)$$

$$= \frac{2(n-k-1)^2}{p} + \frac{2(n-k-1)}{p}(M+N) + 2,$$

where we have used that $MN = p$. The upper bound is minimal if $M = N = \sqrt{p}$, that is, if the distribution is square. The resulting second-order term $4(n-k-1)/\sqrt{p}$ in the upper bound can be viewed as the additional computation cost caused by imbalance of the work load.
Next, we examine the cost of the dominant communication superstep,
\[
T_{(10)} = (R_{k+1}(N-1) + C_{k+1}(M-1))g \\
\geq \left( \left\lfloor \frac{n-k-1}{M} \right\rfloor (N-1) + \left\lfloor \frac{n-k-1}{N} \right\rfloor (M-1) \right) g \\
= T_{(10),\text{cyclic}}. \hspace{1cm} (2.20)
\]
Again, we can minimize the cost by using the $M \times N$ cyclic distribution. To find optimal values for $M$ and $N$, we consider the upper bound
\[
T_{(10),\text{cyclic}} \leq \left( \left( \frac{n-k-1}{M} + 1 \right) N + \left( \frac{n-k-1}{N} + 1 \right) M \right) g \\
= \left( n-k-1 \right) \left( \frac{N}{M} + \frac{M}{N} \right) + M + N \right) g. \hspace{1cm} (2.21)
\]
We now minimize this simple upper bound on the cost, instead of the more complicated true cost itself. (This approximation is valid because the bound is not too far from the true cost.) From $(M-N)^2 \geq 0$, it immediately follows that $N/M + M/N = (M^2 + N^2)/(MN) \geq 2$. For $M = N = \sqrt{p}$, the inequality becomes an equality. For this choice, the term $N/M + M/N$ is minimal. The same choice also minimizes the term $M + N$ under the constraint $MN = p$. This implies that the square cyclic distribution is a good choice for the basic LU decomposition algorithm, on the grounds of both computation cost and communication cost.

### 2.4 Two-phase broadcasting and other improvements

Can the basic parallel algorithm be improved? The computation cost in flops cannot be reduced by much, because the computation part is already well-balanced and little is computed redundantly. Therefore, the question
is whether the communication and synchronization cost can be reduced. To
answer this, we take a closer look at the communication supersteps.

The **communication volume** $V$ of an $h$-relation is defined as the total
number of data words communicated. Using a one-dimensional processor
numbering, we can express this as

$$V = \sum_{s=0}^{p-1} h_s(s) = \sum_{s=0}^{p-1} h_r(s), \quad (2.22)$$

where $h_s(s)$ is the number of data words sent by processor $P(s)$ and $h_r(s)$ is
the number received. In this notation, $\max_s h_s(s) = h_s$ and $\max_s h_r(s) = h_r$. 
Note that $V \leq \sum_{s=0}^{p-1} h = ph$. We call an $h$-relation **balanced** if $V = ph$,
that is, $h = V/p$. Equality can only hold if $h_s(s) = h$ for all $s$. Therefore,
a balanced $h$-relation has $h_s(s) = h$ for all $s$, and, similarly, $h_r(s) = h$
for all $s$. These necessary conditions for balance are also sufficient and hence an
$h$-relation is balanced if and only if every processor sends and receives exactly
$h$ words. But this is precisely the definition of a full $h$-relation, see Section 1.2.
It is just a matter of viewpoint whether we call an $h$-relation balanced or full.
The communication volume provides us with a measure for load imbalance:
we call $h - V/p$ the **communicational load imbalance**. This is analogous
to the **computational load imbalance**, which commonly (but often tacitly)
is defined as $w - w_{seq}/p$, where $w$ denotes work. If an $h$-relation is balanced,
then $h = h_s = h_r$. The reverse is not true: it is possible that $h = h_s = h_r$
but that the $h$-relation is still unbalanced: some processors may be overloaded
sending and some receiving. In that case, $h > V/p$. To reduce communication
cost, one can either reduce the volume, or improve the balance for a fixed
volume.

Consider the basic parallel LU decomposition algorithm with the cyclic
distribution. Assume for diagnostic purposes that the distribution is square.
(Later, in developing our improved algorithm, we shall assume the more
general $M \times N$ cyclic distribution.) Supersteps (3), (8), and (10) perform
$h$-relations with $h_s \gg h_r$, see Table 2.1. Such a discrepancy between $h_s$ and
$h_r$ is a clear symptom of imbalance. The three unbalanced supersteps are candidates for improvement. We concentrate our efforts on the dominant com-
munication superstep, (10), which has $h_s = (\sqrt{p} - 1)h_r$ and $h \approx 2(n - k - 1)$,
see (2.20). The contribution of superstep (10) to the total communication
cost of the basic algorithm is about $\sum_{k=0}^{n-1} 2(n - k - 1)g = 2g \sum_{k=0}^{n-1} k = 2g(n - 1)n/2 \approx n^2g$, irrespective of the number of processors. With an
increasing number of processors, the fixed contribution of $n^2g$ to the total
communication cost will soon dominate the total computation cost of roughly
$T_{seq}/p \approx 2n^3/3p$, see (2.11). This back-of-the-envelope analysis suffices to
reveal the undesirable scaling behaviour of the row and column broadcasts.

The unbalance in the broadcasts of superstep (10) is caused by the fact
that only $2\sqrt{p} - 1$ out of $p$ processors send data: the sending processors
are
\[
P(\ast, \phi_1(k)) = P(\ast, k \mod \sqrt{p}) \quad \text{and} \quad P(\phi_0(k), \ast) = P(k \mod \sqrt{p}, \ast).
\]

The receives are spread better: the majority of the processors receive \(2R_{k+1}\) data elements, or one or two elements less. The communication volume equals
\[
V = 2(n - k - 1)(\sqrt{p} - 1),
\]
because \(n - k - 1\) elements of row \(k\) and column \(k\) must be broadcast to \(\sqrt{p} - 1\) processors. It is impossible to reduce the communication volume significantly: all communication operations are really necessary, except in the last few stages of the algorithm. The communication balance, however, has potential for improvement.

To find ways to improve the balance, let us first examine the problem of broadcasting a vector \(x\) of length \(n\) from a processor \(P(0)\) to all \(p\) processors of a parallel computer, where \(n \geq p\). For this problem, we use a one-dimensional processor numbering. The simplest approach is that processor \(P(0)\) creates \(p - 1\) copies of each vector component and sends these copies out. This method concentrates all sending work at the source processor. A better balance can be obtained by sending each component to a randomly chosen intermediate processor and making this processor responsible for copying and sending the copies to the final destination. (This method is similar to two-phase randomized routing [176], where packets are sent from source to destination through a randomly chosen intermediate location, to avoid congestion in the routing network.) The new method splits the original \(h\)-relation into two phases: phase 0, an unbalanced \(h\)-relation with small volume that randomizes the location of the data elements; and phase 1, a well-balanced \(h\)-relation that performs the broadcast itself. We call the resulting pair of \(h\)-relations a \textbf{two-phase broadcast}.

An optimal balance during phase 1 can be guaranteed by choosing the intermediate processors deterministically instead of randomly. For instance, this can be achieved by spreading the vector in phase 0 according to the block distribution, defined by (1.6). (An equally suitable choice is the cyclic distribution.) The resulting two-phase broadcast is given as Algorithm 2.7; it is illustrated by Fig. 2.5. The notation repl(\(x\)) = \(P(\ast)\) means that \(x\) is replicated such that each processor has a copy. (This is in contrast to distr(\(x\)) = \(\phi\), which means that \(x\) is distributed according to the mapping \(\phi\).) Phase 0 is an \(h\)-relation with \(h = n - b\), where \(b = \lceil n/p \rceil\) is the block size, and phase 1 has \(h = (p - 1)b\). Note that both phases cost about \(ng\). The total cost of the two-phase broadcast of a vector of length \(n\) to \(p\) processors is

\[
T_{\text{broadcast}} = \left(n + (p - 2) \left\lceil \frac{n}{p} \right\rceil \right) g + 2l \approx 2ng + 2l. \tag{2.23}
\]

This is much less than the cost \((p - 1)ng + l\) of the straightforward \textbf{one-phase broadcast} (except when \(l\) is large).

The two-phase broadcast can be used to broadcast column \(k\) and row \(k\) in stage \(k\) of the parallel LU decomposition. The broadcasts are performed in
Algorithm 2.7. Two-phase broadcast for $P(s)$.

\begin{algorithm}
\begin{algorithmic}
\State \textbf{input:} $x$: vector of length $n$, repl($x$) = $P(0)$.
\State \textbf{output:} $x$: vector of length $n$, repl($x$) = $P(*)$.
\State \textbf{function call:} broadcast($x, P(0), P(*)$).
\State $b := \lceil n/p \rceil$;
\State \{ Spread the vector. \}
\State \begin{algorithmic}
\If {$s = 0$}
\For {$t := 0$ \textbf{to} $p - 1$}
\For {$i := t b$ \textbf{to} $\min \{ (t + 1) b, n \} - 1$}
\State put $x_i$ in $P(t)$;
\EndFor
\EndFor
\EndIf
\State \{ Broadcast the subvectors. \}
\State \For {$i := s b$ \textbf{to} $\min \{ (s + 1) b, n \} - 1$}
\State put $x_i$ in $P(*)$;
\EndFor
\Endalgorithmic}
\end{algorithmic}
\end{algorithm}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{two-phase-broadcast-diagram.png}
\caption{Two-phase broadcast of a vector of size twelve to four processors. Each cell represents a vector component; the number in the cell and the greyshade denote the processor that owns the cell. The processors are numbered 0, 1, 2, 3. The block size is $b = 3$. The arrows denote communication. In phase 0, the vector is spread over the four processors. In phase 1, each processor broadcasts its subvector to all processors. To avoid clutter, only a few of the destination cells of phase 1 are shown.}
\end{figure}
supersteps (6) and (7) of the final algorithm, Algorithm 2.8. The column part
to be broadcast from processor \( P(s, k \mod N) \) is the subvector \( (a_{ik} : k < i < n \land i \mod M = s) \), which has length \( R_{k+1} \) or \( R_{k+1} - 1 \), and this subvector is
broadcast to the whole processor row \( P(s, \ast) \). Every processor row performs
its own broadcast of a column part. The row broadcast is done similarly.
Note the identical superstep numbering ‘(6)/(7)’ of the two broadcasts, which
is a concise way of saying that phase 0 of the row broadcast is carried out
together with phase 0 of the column broadcast and phase 1 with phase 1 of the
column broadcast. This saves two synchronizations. (In an implementation,
such optimizations are worthwhile, but they harm modularity: the complete
broadcast cannot be invoked by one function call; instead, we need to make
the phases available as separately callable functions.)

The final algorithm has eight supersteps in the main loop, whereas the
basic algorithm has twelve. The number of supersteps has been reduced as
follows. First, we observe that the row swap of the basic algorithm turns ele-
ment \( a_{rk} \) into the pivot element \( a_{kk} \). The element \( a_{rk} \), however, is already
known by all processors in \( P(\ast, k \mod N) \), because it is one of the elements
broadcast in superstep (1). Therefore, we divide column \( k \) immediately by \( a_{rk} \),
instead of dividing by \( a_{kk} \) after the row swap. This saves the pivot broadcast
(8) of the basic algorithm and the synchronization of superstep (9). For read-
ability, we introduce the convention of writing the condition ‘if \( k \mod N = t \)
then’ only once for supersteps (0)–(3), even though we want the test to be car-
ried out in every superstep. This saves space and makes the algorithm better
readable; in an implementation, the test must be repeated in every superstep.
(Furthermore, we must take care to let all processors participate in the global
synchronization, and not only those that test positive.) Second, the index and
row swaps are now combined and performed in two supersteps, numbered (4)
and (5). This saves two synchronizations. Third, the last superstep of stage
\( k \) of the algorithm is combined with the first superstep of stage \( k + 1 \). We
express this by numbering the last superstep as \((0)’\), that is, superstep (0) of
the next stage.

The BSP cost of the final algorithm is computed in the same way as
before. The cost of the separate supersteps is given by Table 2.2. Now, \( R_{k+1} = \ceil[(n-k-1)/M] \) and \( C_{k+1} = \ceil[(n-k-1)/N] \), because we use the \( M \times N \) cyclic
distribution. The cost expressions for supersteps (6) and (7) are obtained as
in the derivation of (2.23).

The dominant computation superstep in the final algorithm remains the
matrix update; the choice \( M = N = \sqrt{p} \) remains optimal for computa-
tion. The costs of the row and column broadcasts do not dominate the
other communication costs any more, since they have decreased to about
\( 2(R_{k+1} + C_{k+1})g \) in total, which is of the same order as the cost \( C_0 g \) of the
row swap. To find optimal values of \( M \) and \( N \) for communication, we consider
Algorithm 2.8. Final parallel LU decomposition algorithm for $P(s,t)$.

\begin{algorithm}
\begin{algorithmic}
\Input \(A\) : \(n \times n\) matrix, \(A = A^{(0)}\), distr\((A) = M \times N\) cyclic.
\Output \(A\) : \(n \times n\) matrix, distr\((A) = M \times N\) cyclic, \(A = L - I_n + U\), with \(L\) : \(n \times n\) unit lower triangular matrix, \(U\) : \(n \times n\) upper triangular matrix, \(\pi\) : permutation vector of length \(n\), distr\((\pi)\) = cyclic in \(P(*,0)\), such that \(a^{(0)}_{\pi(i),j} = (LU)_{ij}\), for \(0 \leq i, j < n\).

\If \(t = 0\) \textbf{then} \textbf{for all} \(i : 0 \leq i < n \land i \mod M = s\) \Do
\State \(\pi_i := i;\)
\EndFor
\For \(k := 0\) \textbf{to} \(n - 1\) \Do
\If \(k \mod N = t\) \Then
\State \(r_s := \arg \max(|a_{ik}| : k \leq i < n \land i \mod M = s);\)
\State put \(r_s\) and \(a_{r_s,k}\) in \(P(*,t);\)
\State \(s_{\text{max}} := \arg \max(|a_{r_q,k}| : 0 \leq q < M);\)
\State \(r := r_{s_{\text{max}}};\)
\For \(i : k \leq i < n \land i \mod M = s \land i \neq r\) \Do
\State \(a_{ik} := a_{ik} / a_{rk};\)
\EndFor
\EndIf
\EndFor
\EndFor
\EndIf
\If \(k \mod M = s\) \Then
\If \(t = 0\) \Then \textbf{put} \(\pi_k\) as $\hat{\pi}_k$ in \(P(r \mod M,0);\)
\EndIf
\For \(j : 0 \leq j < n \land j \mod N = t\) \Do
\State put \(a_{kj}\) as $\hat{a}_{kj}$ in \(P(r \mod M,t);\)
\EndFor
\EndIf
\If \(r \mod M = s\) \Then
\If \(t = 0\) \Then \textbf{put} \(\pi_r\) as $\hat{\pi}_r$ in \(P(k \mod M,0);\)
\EndIf
\For \(j : 0 \leq j < n \land j \mod N = t\) \Do
\State put \(a_{rj}\) as $\hat{a}_{rj}$ in \(P(k \mod M,t);\)
\EndFor
\EndIf
\EndIf
\EndIf
\If \(k \mod M = s\) \Then
\If \(t = 0\) \Then \(\pi_k := \hat{\pi}_r;\)
\EndIf
\For \(j : 0 \leq j < n \land j \mod N = t\) \Do
\State \(a_{kj} := \hat{a}_{rj};\)
\EndFor
\EndIf
\If \(r \mod M = s\) \Then
\If \(t = 0\) \Then \(\pi_r := \hat{\pi}_k;\)
\EndIf
\For \(j : 0 \leq j < n \land j \mod N = t\) \Do
\State \(a_{rj} := \hat{a}_{kj};\)
\EndFor
\EndIf
\EndIf
\EndIf
\EndIf
\EndFor
\EndFor
\EndFor
\EndFor
\State (6)/(7) broadcast((\(a_{ik} : k < i < n \land i \mod M = s\)), \(P(s,k \mod N), P(s,*);\));
\State (6)/(7) broadcast((\(a_{kj} : k < j < n \land j \mod N = t\)), \(P(k \mod M,t), P(*,t);\));
\State (0’) \For all \(i : k < i < n \land i \mod M = s\) \Do
\For all \(j : k < j < n \land j \mod N = t\) \Do
\State \(a_{ij} := a_{ij} - a_{ik}a_{kj};\)
\EndFor
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}
Table 2.2. Cost of supersteps in stage $k$ of the final parallel LU decomposition algorithm

<table>
<thead>
<tr>
<th>Superstep</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0)</td>
<td>$l$</td>
</tr>
<tr>
<td>(1)</td>
<td>$2(M - 1)g + l$</td>
</tr>
<tr>
<td>(2)</td>
<td>$R_k + l$</td>
</tr>
<tr>
<td>(3)</td>
<td>$(N - 1)g + l$</td>
</tr>
<tr>
<td>(4)</td>
<td>$(C_0 + 1)g + l$</td>
</tr>
<tr>
<td>(5)</td>
<td>$l$</td>
</tr>
<tr>
<td>(6)</td>
<td>$(R_{k+1} - \lfloor R_{k+1}/N \rfloor + C_{k+1} - \lfloor C_{k+1}/M \rfloor)g + l$</td>
</tr>
<tr>
<td>(7)</td>
<td>$((N - 1)\lfloor R_{k+1}/N \rfloor + (M - 1)\lfloor C_{k+1}/M \rfloor)g + l$</td>
</tr>
<tr>
<td>(0')</td>
<td>$2R_{k+1}C_{k+1}$</td>
</tr>
</tbody>
</table>

the upper bound

$$R_{k+1} + C_{k+1} < \left( \frac{n - k - 1}{M} + 1 \right) + \left( \frac{n - k - 1}{N} + 1 \right) = (n - k - 1)\frac{M + N}{p} + 2,$$

which is minimal for $M = N = \sqrt{p}$. The row swap in superstep (4) prefers large values of $N$, because $C_0 = \lceil n/N \rceil$. The degenerate choice $N = p$ even gives a free swap, but at the price of an expensive column broadcast. Overall, the choice $M = N = \sqrt{p}$ is close to optimal and we shall adopt it in the following analysis.

The total BSP cost of the final algorithm with the square cyclic distribution is obtained by summing the contributions of all supersteps. This gives

$$T_{LU} = \sum_{k=0}^{n-1}(2R_{k+1}^2 + R_k) + 2\sum_{k=0}^{n-1}\left( R_{k+1} + (\sqrt{p} - 2) \left\lfloor \frac{R_{k+1}}{\sqrt{p}} \right\rfloor \right)g + (C_0 + 3\sqrt{p} - 2)ng + 8nl.$$

To compute $\sum_{k=0}^{n-1} R_k = \sum_{k=0}^{n-1} \lceil (n - k)/\sqrt{p} \rceil = \sum_{k=1}^{n} \lceil k/\sqrt{p} \rceil$ and the sums of $R_{k+1}$ and $R_{k+1}^2$, we need the following lemma.

Lemma 2.9 Let $n, q \geq 1$ be integers with $n \mod q = 0$. Then

$$\sum_{k=0}^{n} \left\lfloor \frac{k}{q} \right\rfloor = \frac{n(n + q)}{2q}, \quad \sum_{k=0}^{n} \left\lfloor \frac{k}{q} \right\rfloor^2 = \frac{n(n + q)(2n + q)}{6q^2}.$$
Proof

\[ \sum_{k=0}^{n} \left\lceil \frac{k}{q} \right\rceil = \left\lfloor \frac{0}{q} \right\rfloor + \left( \left\lceil \frac{1}{q} \right\rceil + \cdots + \left\lceil \frac{q}{q} \right\rceil \right) + \cdots + \left( \left\lceil \frac{n-q+1}{q} \right\rceil + \cdots + \left\lceil \frac{n}{q} \right\rceil \right) \]

\[ = q \cdot 1 + q \cdot 2 + \cdots + q \cdot \frac{n}{q} = q \sum_{k=1}^{n/q} \left( \frac{n}{q} + 1 \right), \quad (2.26) \]

where we have used Lemma 2.7. The proof of the second equation is similar.

Provided \( n \mod \sqrt{p} = 0 \), the resulting sums are:

\[ \sum_{k=0}^{n-1} R_{k} = \frac{n(n + \sqrt{p})}{2\sqrt{p}}, \quad (2.27) \]

\[ \sum_{k=0}^{n-1} R_{k+1} = \frac{n(n + \sqrt{p})}{2\sqrt{p}} - \frac{n}{\sqrt{p}}, \quad (2.28) \]

\[ \sum_{k=0}^{n-1} R_{k+1}^2 = \frac{n(n + \sqrt{p})(2n + \sqrt{p})}{6p} - \frac{n^2}{p}. \quad (2.29) \]

To compute the sum of \( \left\lceil \frac{R_{k+1}}{\sqrt{p}} \right\rceil = \left\lceil \frac{(n-k-1)/\sqrt{p}}{\sqrt{p}} \right\rceil \), we need the following lemma, which may be useful in other contexts as well.

**Lemma 2.10** Let \( k, q, r \) be integers with \( q, r \geq 1 \). Then

\[ \left\lceil \frac{k}{q} \right\rceil = \left\lfloor \frac{k}{qr} \right\rfloor. \]

**Proof** Write \( k = aqr + bq + c \), with \( 0 \leq b < r \) and \( 0 \leq c < q \). If \( b = c = 0 \), both sides of the equation equal \( a \). Otherwise, they equal \( a + 1 \), as can easily be verified. \( \square \)

The remaining sum equals

\[ \sum_{k=0}^{n-1} \left\lceil \frac{R_{k+1}}{\sqrt{p}} \right\rceil = \sum_{k=0}^{n-1} \left\lceil \frac{(n-k-1)/\sqrt{p}}{\sqrt{p}} \right\rceil = \sum_{k=0}^{n-1} \left\lceil \frac{k}{\sqrt{p}} \right\rceil \]

\[ = \frac{n(n + p)}{2p} - \frac{n}{p}. \quad (2.30) \]

The last equality follows from Lemma 2.9 with \( q = p \), which can be applied if we assume that \( n \mod p = 0 \) (this also guarantees that \( n \mod \sqrt{p} = 0 \)). This assumption is made solely for the purpose of simplifying our analysis; in
an implementation, such a restriction would hinder practical application and hence it should be avoided there.

The total BSP cost of the final algorithm with the square cyclic distribution is obtained by substituting the results of (2.27)–(2.30) and the value $C_0 = n/\sqrt{p}$ into (2.25). This gives

$$T_{LU} = \frac{2n^3}{3p} \left( \frac{3}{2\sqrt{p}} - \frac{2}{p} \right) n^2 + \frac{5n}{6} + \left( \frac{3}{\sqrt{p}} - \frac{2}{p} \right) n^2$$

$$+ \left( 4\sqrt{p} - \frac{4}{\sqrt{p}} + \frac{4}{p} - 3 \right) n g + 8nl. \quad (2.31)$$

For many purposes, it suffices to approximate the total cost of an algorithm by taking into account only the highest-order computation term and the highest-order overhead terms, that is, the terms representing load imbalance, communication, and synchronization. In this case, an approximate cost estimate is

$$T_{LU} \approx \frac{2n^3}{3p} + \frac{3n^2}{2\sqrt{p}} + \frac{3n^2g}{\sqrt{p}} + 8nl. \quad (2.32)$$

Note that in the final algorithm the row swaps, row broadcasts, and column broadcasts each contribute $n^2g/\sqrt{p}$ to the communication cost.

### 2.5 Example function bsplu

This section presents the program texts of the function `bsplu`, which is a BSPlib implementation of Algorithm 2.8, and the collective-communication function `bsp.broadcast` used in `bsplu`.

The function `bsp.broadcast` implements a slight generalization of Algorithm 2.7: it broadcasts the vector $x$ from processor $P(src)$ instead of $P(0)$, and the set of destination processors is $\{P(s0 + t*\text{stride}): 0 \leq t < p0\}$ instead of the set of all $p$ processors. (Sometimes, the term ‘multicast’ is used to describe such an operation with a limited number of destination processors; the term ‘broadcast’ is then reserved for the case with $p$ destination processors. We do not make this distinction.) Within the broadcast function, processors are numbered in one-dimensional fashion. The broadcast as we formulate it is flexible and it can be applied in many situations: for instance, it can be used to broadcast a vector within one processor row of a parallel computer numbered in two-dimensional fashion; for the standard identification $P(s, t) \equiv P(s + tM)$, the parameter $s0$ equals the number of the processor row involved, $\text{stride} = M$, and $p0 = N$. The function can also be used to perform several broadcasts simultaneously, for example, one broadcast within each processor row. In that case, $P(s, t)$ executes the function with the parameter $s0 = s$. This feature must be used with caution: the simultaneous broadcast works well as long as the set of processors can be partitioned into disjoint subsets, each including a source and a destination set. The processors
within a subset should all be able to determine their source, destination set, and vector length uniquely from the function parameters. A processor can then decide to participate as source and/or destination in its subset or to remain idle. In the LU decomposition program, processors are partitioned into processor rows for the purpose of column broadcasts, and into processor columns for row broadcasts.

The broadcast function is designed such that it can perform the phases of the broadcast separately; a complete broadcast is done by calling the function twice, first with a value phase = 0, then with phase = 1. The synchronization terminating the phase is not done by the broadcast function itself, but is left to the calling program. The advantage of this approach is that unnecessary synchronizations are avoided. For instance, phase 0 of the row and column broadcasts can be combined into one superstep, thus needing only one synchronization.

The program text of the broadcast function is a direct implementation of Algorithm 2.7 in the general context described above. Note that the size of the data vector to be put is the minimum of the block size $b$ and the number $n - tb$ of components that would remain if all preceding processors had put $b$ components. The size thus computed may be negative or zero, so that we must make sure that the put is carried out only for positive size. In phase 1, all processors avoid sending data back to the source processor. This optimization has no effect on the BSP cost, since the (cost-determining) source processor itself does not benefit, as can be seen by studying the role of $P(0)$ in Fig. 2.5. Still, the optimization reduces the overall communication volume, making it equal to that of the one-phase broadcast. This may make believers in other models than BSP happy, and BSP believers with cold feet as well!

The basic structure of the LU decomposition algorithm and the function bsplu are the same, except that supersteps (0)–(1) of the algorithm are combined into Superstep 0 of the function, supersteps (2)–(3) are combined into Superstep 1, and supersteps (4)–(5) into Superstep 2. For the pairs (0)–(1) and (2)–(3) this could be done because BSPlib allows computation and communication to be mixed; for (4)–(5), this could be done because bsp_puts are buffered automatically, so that we do not have to take care of that ourselves. Note that the superstep (0′)–(0) of the algorithm is delimited quite naturally in the program text by the common terminating bsp_sync of Superstep 0. As a result, each stage of the function bsplu has five supersteps.

The relation between the variables of the algorithm and those of the function bsplu is as follows. The variables $M, N, s, t, n, k, smax, r$ of the algorithm correspond to the variables $M, N, s, t, n, k, smax, r$ of the function. The global row index used in the algorithm is $i = i \ast M + s$, where $i$ is the local row index used in the function. The global column index is $j = j \ast N + t$, where $j$ is the local column index. The matrix element $a_{ij}$ corresponds to $a[i][j]$ on the processor that owns $a_{ij}$, and the permutation component $\pi_i$ corresponds to $pi[i]$. The global row index of the local element in column $k$ with largest
absolute value is $r_s = \text{imax} \cdot M + s$. The numerical value $a_{r_s,k}$ of this element corresponds to the variable $\text{max}$ in the function. The arrays $\text{Max}$ and $\text{Imax}$ store the local maxima and their index for the $M$ processors that contain part of column $k$. The maximum for processor $P(s,k \mod N)$ is stored in $\text{Max}[s]$. The global row index of the overall winner is $r = \text{Imax}[\text{smax}] \cdot M + \text{smax}$ and its value is $a_{r,k} = \text{pivot}$. The arrays $uk$ and $lk$ store, starting from index 0, the local parts to be broadcast from row $k$ of $U$ and column $k$ of $L$.

The function $\text{nloc}$ introduced in the program $\text{bspinprod}$ of Section 1.4 is used here as well, for instance to compute the number of local rows $\text{nloc}(M,s,n)$ of processor row $P(s,*)$ for an $n \times n$ matrix in the $M \times N$ cyclic distribution. The local rows have local indices $i = 0, 1, \ldots, \text{nloc}(M,s,n) - 1$. In general, it holds that $i < \text{nloc}(M,s,k)$ if and only if $i < k$. Thus, $i = \text{nloc}(M,s,k)$ is the first local row index for which the corresponding global row index satisfies $i \geq k$.

Variables must have been registered before they can be used as the destination of put operations. For example, the arrays $lk$, $uk$, $\text{Max}$, $\text{Imax}$ are registered immediately upon allocation. Thus, registration takes place outside the main loop, which is much cheaper than registering an array each time it is used in communication. The exact length of the array is also registered so that we can be warned if we attempt to put data beyond the end of the array. (Sloppy, lazy, or overly confident programmers sometimes register $\text{INT MAX}$, defined in the standard C file $\text{limits.h}$, instead of the true length; a practice not to be recommended.) The permutation array $\text{pi}$ must be allocated outside $\text{bsplu}$ because it is an output array. Nevertheless, its registration takes place inside $\text{bsplu}$, because this is the only place where it is used in communication. The matrix $A$ itself is the target of put operations, namely in the row swaps. The easiest and cheapest way of registering a two-dimensional array is by exploiting the fact that the utility function $\text{matallocd}$ from $\text{bspedupack.c}$ (see Appendix A) allocates a contiguous array of length $mn$ to store an $m \times n$ matrix. We can address this matrix in a one-dimensional fashion, if we wish to do so, and communication is one of the few occasions where this is worthwhile. We introduce a variable $\text{pa}$, which stands for ‘pointer to $A$’; it is a pointer that stores the address of the first matrix row, $a[0]$. We can put data into every desired matrix row $i$ by putting them into the space pointed to by $\text{pa}$ and using a suitable offset $i \cdot \text{nlc}$, where $\text{nlc}$ is the row length of the destination processor. (Watch out: the putting processor must know the row length of the remote processor. Fortunately, in the present case the local and remote row lengths are the same, because the rows are swapped.) This way of registering a matrix requires only one registration, instead of one registration per row. This saves much communication time, because registration is expensive: each registration costs at least $(p-1)g$ because every processor broadcasts the address of its own variable to all other processors.

The supersteps of the function $\text{bsplu}$ are a straightforward implementation of the supersteps in the LU decomposition algorithm. A few details
need additional explanation. The division by the pivot in Superstep 1 is also carried out for the pivot element itself, yielding $a_{rk}/a_{rk} = 1$, despite the fact that this element should keep its original value $a_{rk}$. Later, this value must be swapped into $a_{kk}$. This problem is solved by simply reassigning the original value stored in the temporary variable pivot.

In the matrix update, elements $lk[i-kr1]$ are used instead of $lk[i]$, because array $lk$ was filled starting from position 0. If desired, the extra index calculations can be saved by shifting the contents of $lk$ by $kr1$ positions to the right just before the update loop. A similar remark holds for $uk$.

The program contains only rudimentary error handling. For the sake of brevity, we have only included a crude test for numerical singularity. If no pivot can be found with an absolute value larger than $\text{EPS}$, then the program is aborted and an error message is printed. The complete program text is:

```c
#include "bspedupack.h"

#define EPS 1.0e-15

void bsp_broadcast(double *x, int n, int src, int s0, int stride, int p0, int s, int phase){
    /* Broadcast the vector x of length n from processor src to processors s0+t*stride, 0 <= t < p0. Here n >= 0, p0 >= 1.
    The vector x must have been registered previously.
    Processors are numbered in one-dimensional fashion.
    s = local processor identity.
    phase= phase of two-phase broadcast (0 or 1)
    Only one phase is performed, without synchronization. */

    int b, t, t1, dest, nbytes;

    b = ( n%p0==0 ? n/p0 : n/p0+1 ); /* block size */

    if (phase==0 && s==src){
        for (t=0; t<p0; t++){
            dest= s0+t*stride;
            nbytes= MIN(b,n-t*b)*SZDBL;
            if (nbytes>0)
                bsp_put(dest,&x[t*b],x,t*b*SZDBL,nbytes);
        }
    }

    if (phase==1 && s%stride==s0%stride){
        t=(s-s0)/stride; /* s = s0+t*stride */
        if (0<=t && t<p0){
            nbytes= MIN(b,n-t*b)*SZDBL;
            if (nbytes>0){
                for (t1=0; t1<p0; t1++){
                    dest= s0+t1*stride;
                    nbytes= MIN(b,n-t*b)*SZDBL;
                    if (nbytes>0){
                        bsp_put(dest,&x[t1*b],x,t1*b*SZDBL,nbytes);
                    }
                }
            }
        }
    }
}
```
if (dest!=src)
    bsp_put(dest,&x[t*b],x,t*b*SZDBL,nbytes);
}
}
}
} /* end bsp_broadcast */

int nloc(int p, int s, int n){
    /* Compute number of local components of processor s for vector
     of length n distributed cyclically over p processors. */
    return (n+p-s-1)/p ;
} /* end nloc */

void bsplu(int M, int N, int s, int t, int n, int *pi, double **a){
    /* Compute LU decomposition of n by n matrix A with partial pivoting.
     Processors are numbered in two-dimensional fashion.
     Program text for P(s,t) = processor s+t*M,
     with 0 <= s < M and 0 <= t < N.
     A is distributed according to the M by N cyclic distribution. */

    int nloc(int p, int s, int n);
    double *pa, *uk, *lk, *Max;
    int nlr, nlc, k, i, j, r, *Imax;

    nlr= nloc(M,s,n); /* number of local rows */
    nlc= nloc(N,t,n); /* number of local columns */

    bsp_push_reg(&r,SZINT);
    if (nlr>0)
        pa= a[0];
    else
        pa= NULL;
    bsp_push_reg(pa,nlr*nlc*SZDBL);
    bsp_push_reg(pi,nlr*SZINT);
    uk= vecallocd(nlc); bsp_push_reg(uk,nlc*SZDBL);
    lk= vecallocd(nlr); bsp_push_reg(lk,nlr*SZDBL);
    Max= vecallocd(M); bsp_push_reg(Max,M*SZDBL);
    Imax= vecalloci(M); bsp_push_reg(Imax,M*SZINT);

    /* Initialize permutation vector pi */
    if (t==0){
        for(i=0; i<nlr; i++)
            pi[i]= i*M+s; /* global row index */
    }
    bsp_sync();
for (k=0; k<n; k++){
    int kr, kr1, kc, kc1, imax, smax, s1, t1;
    double absmax, max, pivot;

    /******* Superstep 0 *******/
    kr= nloc(M,s,k); /* first local row with global index >= k */
    kr1= nloc(M,s,k+1);
    kc= nloc(N,t,k);
    kc1= nloc(N,t,k+1);

    if (k%N==t){ /* k=kc*N+t */
        /* Search for local absolute maximum in column k of A */
        absmax= 0.0; imax= -1;
        for (i=kr; i<nlr; i++){
            if (fabs(a[i][kc])>absmax){
                absmax= fabs(a[i][kc]);
                imax= i;
            }
        }
        if (absmax>0.0){
            max= a[imax][kc];
        } else {
            max= 0.0;
        }

        /* Broadcast value and local index of maximum to P(*,t) */
        for(s1=0; s1<M; s1++){
            bsp_put(s1+t*M,&max,Max,s*SZDBL,SZDBL);
            bsp_put(s1+t*M,&imax,Imax,s*SZINT,SZINT);
        }
    }
    bsp_sync();

    /******* Superstep 1 *******/
    if (k%N==t){
        /* Determine global absolute maximum (redundantly) */
        absmax= 0.0;
        for(s1=0; s1<M; s1++){
            if (fabs(Max[s1])>absmax){
                absmax= fabs(Max[s1]);
                smax= s1;
            }
        }
        if (absmax > EPS){
            r= Imax[smax]*M+smax; /* global index of pivot row */
            pivot= Max[smax];
            for(i=kr; i<nlr; i++)
                a[i][kc] /= pivot;
            if (s==smax)
                a[imax][kc]= pivot; /* restore value of pivot */
        }
    }
}
/ * Broadcast index of pivot row to P(*,*) */  
for(t1=0; t1<N; t1++)
    bsp_put(s+t1*M,&r,&r,0,SZINT);
} else {
    bsp_abort("bsplu at stage %d: matrix is singular\n",k);
}
}
bsp_sync();

/****** Superstep 2 ******/
if (k%M==s){
    /* Store pi(k) in pi(r) on P(r%M,0) */
    if (t==0)
        bsp_put(r%M,&pi[k/M],pi,(r/M)*SZINT,SZINT);
    /* Store row k of A in row r on P(r%M,t) */
    bsp_put(r%M+t*M,a[k/M],pa,(r/M)*nlc*SZDBL,nlc*SZDBL);
}
if (r%M==s){
    if (t==0)
        bsp_put(k%M,&pi[r/M],pi,(k/M)*SZINT,SZINT);
    bsp_put(k%M+t*M,a[r/M],pa,(k/M)*nlc*SZDBL,nlc*SZDBL);
}
bsp_sync();

/****** Superstep 3 ******/
/* Phase 0 of two-phase broadcasts */
if (k%N==t){
    /* Store new column k in lk */
    for(i=kr1; i<nlr; i++)
        lk[i-kr1]= a[i][kc];
}
if (k%M==s){
    /* Store new row k in uk */
    for(j=kc1; j<nlc; j++)
        uk[j-kc1]= a[kr][j];
}
bsp_broadcast(lk,nlr-kr1,s+(k%N)*M, s,M,N,s+t*M,0);
bsp_broadcast(uk,nlc-kc1,(k%M)+t*M,t*M,1,M,s+t*M,0);
bsp_sync();

/****** Superstep 4 ******/
/* Phase 1 of two-phase broadcasts */
bsp_broadcast(lk,nlr-kr1,s+(k%N)*M, s,M,N,s+t*M,1);
bsp_broadcast(uk,nlc-kc1,(k%M)+t*M,t*M,1,M,s+t*M,1);
bsp_sync();

/****** Superstep 0 ******/
/* Update of A */
for(i=kr1; i<nlr; i++){
    for(j=kc1; j<nlc; j++)
        a[i][j] -= lk[i-kr1]*uk[j-kc1];
}
2.6 Experimental results on a Cray T3E

Experiment does to computation models what the catwalk does to fashion models: it subjects the models to critical scrutiny, exposes their good and bad sides, and makes the better models stand out. In this section, we put the predictions of the BSP model for LU decomposition to the test. We perform numerical experiments to check whether the theoretical benefits of two-phase broadcasting can be observed in practice. To do this, we measure the performance of the function bsplu with the two-phase broadcasting function bsp.Broadcast, and also with a one-phase broadcasting function.

We performed our experiments on 64 processors of the Cray T3E introduced in Section 1.7. We compiled our LU program using the standard Cray ANSI C compiler and BSPlib version 1.4 with optimization flags -flibrary-level 2 -O3 -bspfifo 10000 -fcombine-puts. We multiplied the times produced by the (faulty) timer by 4.0, to obtain correct time measurements, as was done in Section 1.7. A good habit is to run the benchmark program bspbench just before running an application program such as bsplu. This helps detecting system changes (improvements or degradations) and tells you what BSP machine you have today. The BSP parameters of our computer are \( p = 64, r = 38.0 \text{ Mflop/s}, g = 87, l = 2718. \)

In the experiments, the test matrix \( A \) is distributed by the \( 8 \times 8 \) cyclic distribution. The matrix is chosen such that the pivot row in stage \( k \) is row \( k + 1 \); this forces a row swap with communication in every stage of the algorithm, because rows \( k \) and \( k + 1 \) reside on different processor rows.

Table 2.3 presents the total execution time of LU decomposition with one-phase and two-phase broadcasts. The difference between the two cases is small but visible. For \( n < 4000 \), LU decomposition with the one-phase broadcast is faster because it requires less synchronization; this is important for small problems. For \( n > 4000 \), LU decomposition with the two-phase broadcast is faster, which is due to better spreading of the communication. The savings in broadcast time, however, are insignificant compared with the total execution time. The break-even point for the two types of broadcast lies at about \( n = 4000. \)

Why is the difference in total execution time so small? Timing the supersteps is an excellent way of answering such questions. By inserting a bsp_time statement after every bsp_sync, taking the time difference between subsequent
Table 2.3. Time (in s) of LU decomposition on a 64-processor Cray T3E using one-phase and two-phase broadcasts

<table>
<thead>
<tr>
<th>$n$</th>
<th>One-phase</th>
<th>Two-phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1.21</td>
<td>1.33</td>
</tr>
<tr>
<td>2000</td>
<td>7.04</td>
<td>7.25</td>
</tr>
<tr>
<td>3000</td>
<td>21.18</td>
<td>21.46</td>
</tr>
<tr>
<td>4000</td>
<td>47.49</td>
<td>47.51</td>
</tr>
<tr>
<td>5000</td>
<td>89.90</td>
<td>89.71</td>
</tr>
<tr>
<td>6000</td>
<td>153.23</td>
<td>152.79</td>
</tr>
<tr>
<td>7000</td>
<td>239.21</td>
<td>238.25</td>
</tr>
<tr>
<td>8000</td>
<td>355.84</td>
<td>354.29</td>
</tr>
<tr>
<td>9000</td>
<td>501.92</td>
<td>499.74</td>
</tr>
<tr>
<td>10000</td>
<td>689.91</td>
<td>689.56</td>
</tr>
</tbody>
</table>

Fig. 2.6. Total broadcast time of LU decomposition on a 64-processor Cray T3E using one-phase and two-phase broadcasts.

synchronizations, and adding the times for the same program superstep, we obtain the total time spent in each of the supersteps of the program. By adding the total time of program supersteps 3 and 4, we compute the total broadcast time, shown in Fig. 2.6. In this figure, it is easy to see that for large matrices the two-phase broadcast is significantly faster than the one-phase broadcast, thus confirming our theoretical analysis. For small matrices, with $n < 4000$, the vectors to be broadcast are too small to justify the extra
synchronization. Note that for \( n = 4000 \), each processor has a local submatrix of size \( 500 \times 500 \), so that it broadcasts two vectors of size 499 in stage 0, and this size decreases until it reaches 1 in stage 498; in all stages, the vectors involved are relatively small. The theoretical asymptotic gain factor in broadcast time for large matrices is about \( \sqrt{p}/2 = 4 \); the observed gain factor of about 1.4 at \( n = 10000 \) is still far from that asymptotic value. Our results imply that for \( n = 4000 \) the broadcast time represents only about 4.8% of the total time; for larger \( n \) this fraction is even less. Thus, the significant improvement in broadcast time in the range \( n = 4000–10000 \) becomes insignificant compared to the total execution time, explaining the results of Table 2.3. (On a different computer, with faster computation compared to communication and hence a higher \( g \), the improvement would be felt also in the total execution time.)

Program supersteps 2, 3, and 4 account for almost all of the communication carried out by \texttt{bsplu}. These supersteps perform the row swaps, phase 0 of the row and column broadcasts, and phase 1, respectively. The BSP model predicts that these widely differing operations have the same total cost,
$n^2g/\sqrt{p} + nl$. Figure 2.7 shows the measured time for these operations. In general, the three timing results for the same problem size are reasonably close to each other, which at least qualitatively confirms the prediction of the BSP model. This is particularly encouraging in view of the fact that the communication volumes involved are quite different: for instance, the communication volume of phase 1 is about $\sqrt{p} - 1 = 7$ times that of phase 0. (We may conclude that communication volume is definitely not a good predictor of communication time, and that the BSP cost is a much better predictor.) We can also use the theoretical cost $n^2g/\sqrt{p} + nl$ together with benchmark results for $r, g,$ and $l$, to predict the time of the three supersteps in a more precise, quantitative way. To do this, the BSP cost in flops is converted into a time in seconds by multiplying with $t_{\text{flop}} = 1/r$. The result for the values obtained by bspbench is plotted in Fig. 2.7 as ‘pessimistic prediction’. The reason for this title is obvious from the plot.

To explain the overestimate of the communication time, we note that the theoretical BSP model does not take header overhead into account, that is, the cost of sending address information together with the data themselves. The BSP cost model is solely based on the amount of data sent, not on that of the associated headers. In most practical cases, this matches reality, because the header overhead is often insignificant. If we benchmark $g$ also in such a situation, and use this (lower) value of $g$, the BSP model will predict communication time well. We may call this value the optimistic $g$-value. This value is measured by bspprobe, see Section 1.8.3. If, however, the data are communicated by put or get operations of very small size, say less than five reals, such overhead becomes significant. In the extreme case of single words as data, for example, one real, we have a high header overhead, which is proportional to the amount of data sent. We can then just include this overhead in the cost of sending the data themselves, which leads to a higher, pessimistic $g$-value. This is the value measured by bspbench. In fact, the header overhead includes more than just the cost of sending header information; for instance, it also includes the overhead of a call to the bsp_put function. Such costs are conveniently lumped together. In the transition range, for data size in the range 1–5 reals, the BSP model does not accurately predict communication time, but we have an upper and a lower bound. It would be easy to extend the model to include an extra parameter (called the block size $B$ in the BSP* model [15]), but this would be at the expense of simplicity. We shall stick to the simple BSP model, and rely on our common sense to choose between optimism and pessimism.

For LU decomposition, the optimistic $g$-value is appropriate since we send data in large blocks. Here, we measure the optimistic $g$-value by modifying bspbench to use puts of 16 reals (each of 64 bits), instead of single reals. This gives $g = 10.1$. Results with this $g$ are plotted as ‘optimistic prediction’. The figure shows that the optimistic prediction matches the measurements reasonably well.
We have looked at the total time of the LU decomposition and the total time of the different supersteps. Even more insight can be gained by examining the individual supersteps. The easiest way of doing this is to use the Oxford BSP toolset profiler, which is invoked by compiling with the option \texttt{-prof}. Running the resulting program creates \texttt{PROF.bsp}, a file that contains the statistics of every individual superstep carried out. This file is converted into a plot in Postscript format by the command

\texttt{bspprof PROF.bsp}

An example is shown in Fig. 2.8. We have zoomed in on the first three stages of the algorithm by using the zooming option, which specifies the starting and finishing time in seconds of the profile plot:

\texttt{bspprof \texttt{-zoom 0.06275,0.06525 PROF.bsp}}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2-8}
\caption{Profile of stages $k = 0, 1, 2$ of an LU decomposition with two-phase broadcast on an 8-processor Cray T3E, for $n = 100$, $M = 8$, $N = 1$. The horizontal axis shows the time. The vertical axis shows the communication of a superstep in bytes sent (top) and received (bottom). The height of the bar represents the total communication volume. The shaded parts of the bar represent the values $h_s(s)$ (top) and $h_r(s)$ (bottom) in bytes for the different processors $P(s)$. The width of the bar represents the communication time of the corresponding superstep. The distance between two bars represents the computation time of the corresponding superstep. The supersteps are numbered based on the program supersteps.}
\end{figure}
The absolute times given in the profile must be taken with a grain of salt, since the profiling itself adds some extra time.

The BSP profile of a program tells us where the communication time is spent, which processor is busiest communicating, and whether more time is spent communicating or computing. Because our profiling example concerns an LU decomposition with a row distribution \((M = 8, N = 1)\), it is particularly easy to recognize what happens in the supersteps. Before reading on, try to guess which superstep is which.

Superstep 10 in the profile corresponds to program superstep 0, superstep 11 corresponds to program superstep 1, and so on. Superstep 10 communicates the local maxima found in the pivot search. For the small problem size of \(n = 100\) this takes a significant amount of time, but for larger problems the time needed becomes negligible compared to the other parts of the program. Superstep 11 contains no communication because \(N = 1\), so that the broadcast of the pivot index within a processor row becomes a copy operation within a processor. Superstep 12 represents the row swap; it has two active processors, namely the owners of rows \(k\) and \(k + 1\). In stage 0, these are processors \(P(0)\) and \(P(1)\); in stage 1, \(P(1)\) and \(P(2)\); and in stage 2, \(P(2)\) and \(P(3)\). Superstep 13 represents the first phase of a row broadcast. In stage 0, \(P(0)\) sends data and all other processors receive; in stage 1, \(P(1)\) is the sender. Superstep 14 represents the second phase. In stage 0, \(P(0)\) sends \(\lceil\frac{99}{8}\rceil = 13\) row elements to seven other processors; \(P(1)\)–\(P(6)\) each send 13 elements to six other processors (not to \(P(0)\)); and \(P(7)\) sends the remaining 8 elements to six other processors. The number of bytes sent by \(P(0)\) is 13 \(\cdot\) 7 \(\cdot\) 8 = 728; by each of \(P(1)\)–\(P(6)\), 624; and by \(P(7)\), 384. The total is 4856 bytes. These numbers agree with the partitioning of the bars in the top part of the plot.

Returning to the fashion world, did the BSP model survive the catwalk? Guided by the BSP model, we obtained a theoretically superior algorithm with a better spread of the communication tasks over the processors. Our experiments show that this algorithm is also superior in practice, but that the benefits occur only in a certain range of problem sizes and that their impact is limited on our particular computer. The BSP model helped explaining our experimental results, and it can tell us when to expect significant benefits. The superstep concept of the BSP model helped us zooming in on certain parts of the computation and enabled us to understand what happens in those parts. Qualitatively speaking, we can say that the BSP model passed an important test. The BSP model also gave us a rough indication of the expected time for different parts of the algorithm. Unfortunately, to obtain this indication, we had to distinguish between two types of values for the communication parameter \(g\), reflecting whether or not the put operations are extremely small. In most cases, we can (and should) avoid extremely small put operations, at least in the majority of our communication operations, so
that we can use the optimistic $g$-value for predictions. Even then, the resulting prediction can easily be off by 50%, see Fig. 2.7.

A simple explanation for the remaining discrepancy between prediction and experiment is that there are lies, damned lies, and benchmarks. Substituting a benchmark result in a theoretical time formula gives an *ab initio* prediction, that is, a prediction from basic principles, and though this may be useful as an indication of expected performance, it will hardly ever be an accurate estimate. There are just too many possibilities for quirks in the hardware and the system software, ranging from obscure cache behaviour to inadequate implementation of certain communication primitives. Therefore, we should not have unrealistic quantitative expectations of a computation model.

### 2.7 Bibliographic notes

#### 2.7.1 Matrix distributions

Almost all matrix distributions that have been proposed for use in parallel matrix computations are Cartesian. The term ‘Cartesian’ was first used in this context by Bisseling and van de Vorst [23] and Van de Velde [181] in articles on LU decomposition. Van de Velde even defines a matrix distribution as being Cartesian. (Still, non-Cartesian matrix distributions exist and they may sometimes be useful, see Exercise 1 and Chapter 4.) An early example of a Cartesian distribution is the cyclic row distribution, which is just the $p \times 1$ cyclic distribution. Chu and George [42] use this distribution to show that explicit row swaps lead to a good load balance during the whole LU decomposition and that the resulting savings in computation time outweigh the additional communication time. Geist and Romine [77] present a method for reducing the number of explicit row swaps (by a factor of two) while preserving good load balance. They relax the constraint of maintaining a strict cyclic distribution of the rows, by demanding only that successive sets of $p$ pivot rows are evenly distributed over the $p$ processors.

In 1985, O’Leary and Stewart [149] introduced the square cyclic distribution in the field of parallel matrix computations; they called it torus assignment. In their scheme, the matrix elements and the corresponding computations are assigned to a torus of processors, which executes a data-flow algorithm. Over the years, this distribution has acquired names such as cyclic storage [115], grid distribution [182], scattered square decomposition [71], and torus-wrap mapping [7], see also [98], and it has been used in a wide range of matrix computations. It seems that the name ‘cyclic distribution’ has been generally accepted now, and therefore we use this term.

Several algorithms based on the square cyclic distribution have been proposed for parallel LU decomposition. Van de Vorst [182] compares the square cyclic distribution with other distributions, such as the square block distribution, which allocates square submatrices of size $n/\sqrt{p} \times n/\sqrt{p}$ to processors.
The square block distribution leads to a bad load balance, because more and more processors become idle when the computation proceeds. As a result, the computation takes three times longer than with the square cyclic distribution. Fox et al. [71, Chapter 20] present an algorithm for LU decomposition of a banded matrix. They perform a theoretical analysis and give experimental results on a hypercube computer. (A matrix $A$ is \textbf{banded} with \textbf{upper bandwidth} $b_U$ and \textbf{lower bandwidth} $b_L$ if $a_{ij} = 0$ for $i < j - b_U$ and $i > j + b_L$. A dense matrix can be viewed as a degenerate special case of a banded matrix, with $b_L = b_U = n - 1$.) Bisseling and van de Vorst [23] prove optimality with respect to load balance of the square cyclic distribution, within the class of Cartesian distributions. They also show that the communication time on a square mesh of processors is of the same order, $O(n^2/\sqrt{p})$, as the load imbalance and that on a complete network the communication volume is $O(n^2\sqrt{p})$. (For a BSP computer this would imply a communication cost of $O(n^2 g/\sqrt{p})$, provided the communication can be balanced.) Extending these results, Hendrickson and Womble [98] show that the square cyclic distribution is advantageous for a large class of matrix computations, including LU decomposition, QR decomposition, and Householder tridiagonalization. They present experimental results for various ratios $N/M$ of the $M \times N$ cyclic distribution.

A straightforward generalization of the cyclic distribution is the \textbf{block-cyclic distribution}, where the cyclic distribution is used to assign rectangular submatrices to processors instead of assigning single matrix elements. O’Leary and Stewart [150] proposed this distribution already in 1986, giving it the name \textbf{block-torus assignment}. It is now widely used, for example, in ScaLAPACK (Scalable Linear Algebra Package) [24,25,41] and in the object-oriented package PLAPACK (Parallel Linear Algebra Package) [4,180]. The $M \times N$ \textbf{block-cyclic distribution} with block size $b_0 \times b_1$ is defined by

$$\phi_0(i) = (i \text{ div } b_0) \text{ mod } M, \quad \phi_1(j) = (j \text{ div } b_1) \text{ mod } N,$$

for $0 \leq i, j < n$. \hfill (2.33)

A good choice of the block size can improve efficiency. In general, larger block sizes lead to lower synchronization cost, but also to higher load imbalance. Usually, the block size does not affect the communication performance. The characteristics of the particular machine used and the problem size determine the best block size. In many cases, synchronization time is insignificant so that the best choice is $b_0 = b_1 = 1$, that is, the square cyclic distribution.

Note that blocking of a distribution has nothing to do with blocking of an algorithm, which is merely a way of organizing the (sequential or parallel) algorithm, usually with the aim of formulating it in terms of matrix operations, rather than operations on single elements or vectors. Blocking of algorithms makes it possible to attain peak computing speeds and hence algorithms are usually blocked in packages such as LAPACK (Linear Algebra PACKage) [6]; see also Exercise 10. Hendrickson, Jessup, and Smith [94] present a blocked
parallel eigensystem solver based on the square cyclic distribution, and they argue in favour of blocking of algorithms but not of distributions.

### 2.7.2 Collective communication

The idea of spreading data before broadcasting them was already used by Barnett et al. [9,10], who call the two phases of their broadcast ‘scatter’ and ‘collect’. The interprocessor Collective Communication (iCC) library is an implementation of broadcasting and related algorithms; it also implements hybrid methods for broadcasting vectors of intermediate length. In the BSP context, the cost analysis of a two-phase broadcast becomes easy. Juurlink [116] presents and analyses a set of communication primitives including broadcasts for different vector lengths. Bisseling [20] implements a two-phase broadcast and shows that it reduces communication time significantly in LU decomposition. This implementation, however, has not been optimized by sending data in blocks, and hence the $g$-values involved are pessimistic. The timing results in the present chapter are much better than in [20] (but as a consequence the gains of a two-phase broadcast are less clearly visible).

### 2.7.3 Parallel matrix computations

The handbook on matrix computations by Golub and Van Loan [79] is a standard reference for the field of numerical linear algebra. It treats sequential LU decomposition in full detail, discussing issues such as roundoff errors, partial and complete pivoting, matrix scaling, and iterative improvement. The book provides a wealth of references for further study. Chapter 6 of this handbook is devoted to parallel matrix computations, with communication by message passing using sends and receives. As is often done in message passing, it is assumed that communication takes $\alpha + \beta n$ time units for a message of length $n$, with $\alpha$ the startup time of the message and $\beta$ the time per data word. The book by Dongarra, Duff, Sorensen, and van der Vorst [61] is a very readable introduction to numerical linear algebra on high-performance computers. It treats architectures, parallelization techniques, and the direct and iterative solution of linear systems and eigensystems, with particular attention to sparse systems.

Modern software for sequential LU decomposition and other matrix computations is provided by LAPACK [6], a parallel version of which is ScaLAPACK [24,25,41]. These widely used packages contain solvers for linear systems, eigenvalue systems, and linear least-squares problems, for dense symmetric and unsymmetric matrices. The packages also contain several solvers for banded, triangular, and tridiagonal matrices. ScaLAPACK is available on top of the portability layers PVM and MPI; Horvitz and Bisseling [110] discuss how ScaLAPACK can be ported to BSPlib and they show for LU decomposition that savings in communication time can be obtained by using BSPlib.
Several BSP algorithms have been designed for LU decomposition. Gerbessiotis and Valiant [78] present a BSP algorithm for Gauss–Jordan elimination, a matrix computation that is quite similar to LU decomposition; their algorithm uses the square cyclic distribution and a tree-based broadcast (which is less efficient than a two-phase broadcast). McColl [133] presents a BSP algorithm for LU decomposition without pivoting that is very different from other LU decomposition algorithms. He views the computation as a directed acyclic graph forming a regular three-dimensional mesh of $n \times n \times n$ vertices, where vertex $(i, j, k)$ represents matrix element $a_{ij}$ in stage $k$. The absence of pivoting allows for more flexibility in scheduling the computation. Instead of processing the vertices layer by layer, that is, stage after stage, as is done in other algorithms, McColl’s algorithm processes the vertices in cubic blocks, with $p$ blocks handled in parallel. This algorithm has time complexity $O(n^3/p + n^2 g/\sqrt{p} + \sqrt{pl})$, which may be attractive because of the low synchronization cost. The computation and communication cost are a constant factor higher than for Algorithm 2.8.

2.8 Exercises

1. Find a matrix distribution for parallel LU decomposition that is optimal with respect to computational load balance in all stages of the computation. The distribution need not be Cartesian. When would this distribution be applicable?

2. The ratio $N/M = 1$ is close to optimal for the $M \times N$ cyclic distribution used in Algorithm 2.8 and hence this ratio was assumed in our cost analysis. The optimal ratio, however, may be slightly different. This is mainly due to an asymmetry in the communication requirements of the algorithm. Explain this by using Table 2.2. Find the ratio $N/M$ with the lowest communication cost, for a fixed number of processors $p = MN$. What is the reduction in communication cost for the optimal ratio, compared with the cost for the ratio $N/M = 1$?

3. Algorithm 2.8 contains a certain amount of unnecessary communication, because the matrix elements $a_{rj}$ with $j > k$ are first swapped out and then spread and broadcast. Instead, they could have been spread already from their original location.

   (a) How would you modify the algorithm to eliminate superfluous communication? How much communication cost is saved for the square cyclic distribution?

   (b) Modify the function `bsplu` by incorporating this algorithmic improvement. Test the modified program for $n = 1000$. What is the resulting reduction in execution time? What is the price to be paid for this optimization?
4. Take a critical look at the benefits of two-phase broadcasting by first running bsplu on your own parallel computer for a range of problem sizes and then replacing the two-phase broadcast by a simple one-phase broadcast. Measure the run time for both programs and explain the difference. Gain more insight by timing the broadcast parts separately.

5. (⋆) The Cholesky factor of a symmetric positive definite matrix $A$ is defined as the lower triangular matrix $L$ with positive diagonal entries that satisfies $A = LL^T$. (A matrix $A$ is symmetric if it equals its transpose, $A = A^T$, and it is positive definite if $x^T A x > 0$ for all $x \neq 0$.)

   (a) Derive a sequential Cholesky factorization algorithm that is similar to the sequential LU decomposition algorithm without pivoting, Algorithm 2.2. The Cholesky algorithm should save half the flops, because it does not have to compute the upper triangular matrix $L^T$. Furthermore, pivoting is not needed in the symmetric positive definite case, see [79].

   (b) Design a parallel Cholesky factorization algorithm that uses the $M \times N$ cyclic distribution. Take care to communicate only where needed. Analyse the BSP cost of your algorithm.

   (c) Implement and test your algorithm.

6. (⋆) Matrix–matrix multiplication is a basic building block in linear algebra computations. The highest computing rates can be achieved by constructing algorithms based on this operation. Consider the matrix product $C = AB$, where $A$, $B$, and $C$ are $n \times n$ matrices. We can divide the matrices into submatrices of size $n/q \times n/q$, where we assume that $n \mod q = 0$. Thus we can write $A = (A_{st})_{0 \leq s,t < q}$, and similarly for $B$ and $C$. We can express the matrix product in terms of submatrix products,

   $$C_{st} = \sum_{u=0}^{q-1} A_{su} B_{ut}, \quad \text{for } 0 \leq s, t < q. \tag{2.34}$$

   On a sequential computer with a cache, this is even the best way of computing $C$, since we can choose the submatrix size such that two submatrices and their product fit into the cache. On a parallel computer, we can compute the product in two-dimensional or three-dimensional fashion; the latter approach was proposed by Aggarwal, Chandra, and Snir [3], as an example of the use of their LPRAM model. (See also [1] for experimental results and [133] for a BSP analysis.)

   (a) Let $p = q^2$ be the number of processors. Assume that the matrices are distributed by the square block distribution, so that processor $P(s,t)$ holds the submatrices $A_{st}$ and $B_{st}$ on input, and $C_{st}$ on output. Design a BSP algorithm for the computation of $C = AB$ where $P(s,t)$ computes $C_{st}$. Analyse the cost and memory use of your algorithm.

   (b) Let $p = q^3$ be the number of processors. Design a BSP algorithm where processor $P(s,t,u)$ with $0 \leq s,t,u < q$ computes the product $A_{su} B_{ut}$. 
Choose a suitable distribution for the input and output matrices that spreads the data evenly. Analyse the cost and memory use of your algorithm. When is the three-dimensional algorithm preferred? Hint: assume that on input the submatrix $A_{su}$ is distributed over $P(s, *, u)$.

7. (**) Once upon a time, there was a Mainframe computer that had great difficulty in multiplying floating-point numbers and preferred to add or subtract them instead. So the Queen decreed that computations should be carried out with a minimum of multiplications. A young Prince, Volker Strassen [170], set out to save multiplications in the Queen’s favourite pastime, computing the product of $2 \times 2$ matrices on the Royal Mainframe,

$$
\begin{bmatrix}
  c_{00} & c_{01} \\
  c_{10} & c_{11}
\end{bmatrix} = \begin{bmatrix}
  a_{00} & a_{01} \\
  a_{10} & a_{11}
\end{bmatrix} \begin{bmatrix}
  b_{00} & b_{01} \\
  b_{10} & b_{11}
\end{bmatrix}.
$$

(2.35)

At the time, this took eight multiplications and four additions. The young Prince slew one multiplication, but at great cost: fourteen new additions sprang up. Nobody knew how he had obtained his method, but there were rumours [46], and indeed the Prince had drunk from the magic potion. Later, three additions were beheaded by the Princes Paterson and Winograd and the resulting Algorithm 2.9 was announced in the whole Kingdom. The Queen’s subjects happily noted that the new method, with seven multiplications and fifteen additions, performed the same task as before. The Queen herself lived happily ever after and multiplied many more $2 \times 2$ matrices.

(a) Join the inhabitants of the Mainframe Kingdom and check that the task is carried out correctly.

(b) Now replace the matrix elements by submatrices of size $n/2 \times n/2$,

$$
\begin{bmatrix}
  C_{00} & C_{01} \\
  C_{10} & C_{11}
\end{bmatrix} = \begin{bmatrix}
  A_{00} & A_{01} \\
  A_{10} & A_{11}
\end{bmatrix} \begin{bmatrix}
  B_{00} & B_{01} \\
  B_{10} & B_{11}
\end{bmatrix}.
$$

(2.36)

The Strassen method can be applied here as well, because it does not rely on the commutativity of the real numbers. (Commutativity, $ab = ba$, holds for real numbers $a$ and $b$, but in general not for matrices $A$ and $B$.) This should be beneficial, because multiplication of submatrices is much more expensive than addition of submatrices (and not only on mainframes!). The method requires the multiplication of smaller submatrices. This can again be done using Strassen’s method, and so on, until the remaining problem is small and traditional matrix–matrix multiplication is used. The resulting matrix–matrix multiplication algorithm is the Strassen algorithm. We say that the method is applied recursively, that is, calling itself on smaller problem sizes. The number of times the original matrix size must be halved to reach the current matrix size is called the current level of the
Algorithm 2.9. Strassen $2 \times 2$ matrix–matrix multiplication.

**input:** $A$: $2 \times 2$ matrix.  
$B$: $2 \times 2$ matrix.  

**output:** $C$: $2 \times 2$ matrix, $C = AB$.

$l_0 := a_{00}$;  
$r_0 := b_{00}$;  
$l_1 := a_{01}$;  
$r_1 := b_{10}$;  
$l_2 := a_{10} + a_{11}$;  
$r_2 := b_{01} - b_{00}$;  
$l_3 := a_{00} - a_{10}$;  
$r_3 := b_{11} - b_{01}$;  
$l_4 := l_2 - a_{00}$;  
$r_4 := r_3 + b_{00}$;  
$l_5 := a_{01} - l_4$;  
$r_5 := b_{11}$;  
$l_6 := a_{11}$;  
$r_6 := b_{10} - r_4$;

for $i := 0$ to 6 do  
$\quad m_i := l_ir_i$;

t_0 := m_0 + m_4;  
t_1 := t_0 + m_3;  

c_{00} := m_0 + m_1;  
c_{01} := t_0 + m_2 + m_5;  
c_{10} := t_1 + m_6;  
c_{11} := t_1 + m_2;  
$

recursion. Assume that $n$ is a power of two. Derive a formula that expresses $T(n)$, the time needed to multiply two $n \times n$ matrices, in terms of $T(n/2)$. Use this formula to count the number of flops of the Strassen algorithm with a switch to the traditional method at size $r \times r$, $1 \leq r \leq n$. (The traditional method computes an $r \times r$ matrix product by performing $r - 1$ floating-point additions and $r$ floating-point multiplications for each of the $r^2$ elements of the output matrix, thus requiring a total of $2r^3 - r^2$ flops.)

(c) Prove that the Strassen algorithm with $r = 1$ requires $O(n^{\log_2 7}) \approx O(n^{2.81})$ flops, which scales better than the $O(n^3)$ flops of traditional matrix–matrix multiplication. What is the optimal value of the switching parameter $r$ and the corresponding total number of flops?

(d) Write a traditional matrix–matrix multiplication function and a recursive sequential function that implements the Strassen algorithm. Compare their accuracy for some test matrices.

(e) Recursion is a gift to the programmer, because it takes the burden of data management from his shoulders. For parallelism, recursion is not
such a blessing, because it zooms in on one task to be carried out while a parallel computation tries to perform many tasks at the same time. (This is explained in more detail in Section 3.3, where a recursive fast Fourier transform is cast into nonrecursive form to prepare the ground for parallelization.) Write a nonrecursive sequential Strassen function that computes all matrices of one recursion level in the splitting part together, and does the same in the combining part. Hint: in the splitting part, the input of a level is an array \( L_0, \ldots, L_{q-1} \) of \( k \times k \) matrices and a corresponding array \( R_0, \ldots, R_{q-1} \), where \( q = \log_2(n/k) \). The output is an array \( L_0, \ldots, L_{7q-1} \) of \( k/2 \times k/2 \) matrices and a corresponding array \( R_0, \ldots, R_{7q-1} \). How do the memory requirements grow with an increase in level? Generalize the function `matallocd` from BSFedupack to the three-dimensional case and use the resulting function to allocate space for arrays of matrices. Matrices of size \( r \times r \) are not split any more; instead the products \( M_i = L_i R_i \) are computed in the traditional manner. After these multiplications, the results are combined, in the reverse direction of the splittings.

(f) The addition of two \( n/2 \times n/2 \) submatrices of an \( n \times n \) matrix \( A \), such as the computation of \( A_{10} + A_{11} \), is a fundamental operation in the Strassen algorithm. Assume this is done in parallel by \( p \) processors, with \( p \) a power of four and \( \sqrt{p} \leq n/2 \). Which distribution for \( A \) is better: the square block distribution or the square cyclic distribution? Why? (Loyens and Moonen [130] answered this question first.)

(g) Implement a parallel nonrecursive Strassen algorithm. Use the distribution found above for all matrices that occur in the splitting and combining parts of the Strassen algorithm. Redistribute the data before and after the multiplications \( M_i := L_i R_i \) at matrix size \( r' \times r' \). (This approach was proposed by McColl [134].) Perform each multiplication on one processor, using the sequential recursive Strassen algorithm and switching to the traditional algorithm at size \( r \times r \), where \( r \leq r' \).

(h) Analyse the BSP cost of the parallel algorithm. Find an upper bound for the load imbalance that occurs because \( p \) (a power of four) does not divide the number of multiplication tasks (a power of seven). Discuss the trade-off between computational load imbalance and communication cost and their scaling behaviour as a function of the number of splitting levels. In practice, how would you choose \( r' \)?

(i) Measure the run time of your program for different parameters \( n, p, r, r' \). Explain your results.

8. (**) Householder tridiagonalization decomposes an \( n \times n \) symmetric matrix \( A \) into \( A = Q_1 T Q_1^T \), where \( Q_1 \) is an \( n \times n \) orthogonal matrix and \( T \) an \( n \times n \) symmetric tridiagonal matrix. (To recall some linear algebra: a square matrix \( Q \) is orthogonal if \( Q^T Q = I \), which is equivalent to \( Q^{-1} = Q^T \); a matrix \( T \)
is tridiagonal if \( t_{ij} = 0 \) for \(|i - j| > 1\). Do not confuse the \( T \) denoting the tridiagonal matrix with the superscript denoting transposition!)

Tridiagonalization is often a stepping stone in achieving a larger goal, namely solving a real symmetric eigensystem. This problem amounts to decomposing a real symmetric matrix \( A \) into \( A = QDQ^T \), where \( Q \) is orthogonal and \( D \) is diagonal, that is, \( d_{ij} = 0 \) for \( i \neq j \). The eigenvalues of \( A \) are the diagonal elements of \( D \) and the corresponding eigenvectors are the columns of \( Q \). It is much easier to solve a symmetric tridiagonal eigensystem and decompose \( T \) into \( T = Q_2DQ_2^T \) than to solve the original system. As a result, we obtain \( A = (Q_1Q_2)D(Q_1Q_2)^T \), which has the required form. Here, we concentrate on the tridiagonalization part of the eigensystem solution, which accounts for the majority of the flops. See [79] for more details.

(a) The central operation in Householder tridiagonalization is the application of a Householder reflection

\[
P_v = I_n - \frac{2}{\|v\|^2}vv^T.
\]  

(2.37)

Here, \( v \neq 0 \) is a vector of length \( n \) with Euclidean norm \( \|v\| = \|v\|_2 = (\sum_{i=0}^{n-1} v_i^2)^{1/2} \). For brevity, we drop the subscript ‘2’ from the norm. Like all our vectors, \( v \) is a column vector, and hence it can also be viewed as an \( n \times 1 \) matrix. Note that \( vv^T \) represents an \( n \times n \) matrix, in contrast to \( v^Tv \), which is the scalar \( \|v\|^2 \). Show that \( P_v \) is symmetric and orthogonal. We can apply \( P_v \) to a vector \( x \) and obtain

\[
P_vx = x - \frac{2}{\|v\|^2}vv^Tx = x - \frac{2v^Tx}{v^Tv}v.
\]  

(2.38)

(b) Let \( e = (1, 0, 0, \ldots, 0)^T \). Show that the choice \( v = x - \|x\|e \) implies \( P_vx = \|x\|e \). This means that we have an orthogonal transformation that sets all components of \( x \) to zero, except the first.

(c) Algorithm 2.10 is a sequential algorithm that determines a vector \( v \) such that \( P_vx = \|x\|e \). For convenience, the algorithm also outputs the corresponding scalar \( \beta = 2/\|v\|^2 \) and the norm of the input vector \( \mu = \|x\| \). The vector has been normalized such that \( v_0 = 1 \). For the memory-conscious, this can save one memory cell when storing \( v \). The algorithm contains a clever trick proposed by Parlett [154] to avoid subtracting nearly equal quantities (which would result in so-called subtractive cancellation and severe loss of significant digits). Now design and implement a parallel version of this algorithm. Assume that the input vector \( x \) is distributed by the cyclic distribution over \( p \) processors. The output vector \( v \) should become available in the same distribution. Try to keep communication to a minimum. What is the BSP cost?
Algorithm 2.10. Sequential Householder reflection.

\begin{verbatim}
input: \( \mathbf{x} \): vector of length \( n \), \( n \geq 2 \), \( x(1:n-1) \neq 0 \).
output: \( \mathbf{v} \): vector of length \( n \), such that \( v_0 = 1 \) and \( P_{\mathbf{v}}\mathbf{x} = \|\mathbf{x}\|\mathbf{e} \),
\( \beta = 2/\|\mathbf{v}\|^2 \),
\( \mu = \|\mathbf{x}\| \).
function call: \((\mathbf{v}, \beta, \mu) := \text{Householder}(\mathbf{x}, n)\).

\{Compute \( \alpha = \|x(1:n-1)\|^2 \) and \( \mu \}\}
\( \alpha := 0; \)
\textbf{for}  \( i := 1 \) \textbf{to}  \( n-1 \) \textbf{do}
\( \alpha := \alpha + x_i^2; \)
\( \mu := \sqrt{x_0^2 + \alpha}; \)
\{Compute \( \mathbf{v} = \mathbf{x} - \|\mathbf{x}\|\mathbf{e} \)\}
\textbf{if}  \( x_0 \leq 0 \) \textbf{then}
\( v_0 := x_0 - \mu \) \textbf{else}
\( v_0 := -\frac{\alpha}{x_0 + \mu}; \)
\textbf{for}  \( i := 1 \) \textbf{to}  \( n-1 \) \textbf{do}
\( v_i := x_i; \)
\{Compute \( \beta \) and normalize \( \mathbf{v} \)\}
\( \beta := \frac{2v_0^2}{v_0^2 + \alpha}; \)
\textbf{for}  \( i := 1 \) \textbf{to}  \( n-1 \) \textbf{do}
\( v_i := v_i / v_0; \)
\( v_0 := 1; \)
\end{verbatim}

(d) In stage \( k \) of the tridiagonalization, a Householder vector \( \mathbf{v} \) is determined for column \( k \) of the current matrix \( A \) below the diagonal. The matrix is then transformed into \( P_k A P_k \), where \( P_k = \text{diag}(I_{k+1}, P_{\mathbf{v}}) \) is a symmetric matrix. (The notation \( \text{diag}(A_0, \ldots, A_r) \) stands for a block-diagonal matrix with blocks \( A_0, \ldots, A_r \) on the diagonal.) This sets the elements \( a_{ik} \) with \( i > k+1 \) to zero, and also the elements \( a_{kj} \) with \( j > k+1 \); furthermore, it sets \( a_{k+1,k} \) and \( a_{k,k+1} \) to \( \mu = \|A(k+1:n-1,k)\| \). The vector \( \mathbf{v} \) without its first component can be stored precisely in the space of the zeros in column \( k \). Our memory-frugality paid off! As a result, we obtain the matrix \( Q_1 = P_{n-3} \cdots P_0 \), but only in factored form: we have a record of all the \( P_{\mathbf{v}} \) matrices used in the process. In most cases, this suffices and \( Q_1 \) never needs to be computed explicitly.

To see how the current matrix is transformed efficiently into \( P_k A P_k \), we only have to look at the submatrix \( B = A(k+1:n-1,k+1:n-1) \), which is transformed into \( P_{\mathbf{v}} B P_{\mathbf{v}} \). Prove that this matrix equals \( B - \mathbf{v}\mathbf{w}^T - \mathbf{w}\mathbf{v}^T \), where \( \mathbf{w} = \mathbf{p} - (\beta \mathbf{p}^T \mathbf{v})/2 \mathbf{v} \) with \( \mathbf{p} = \beta \mathbf{Bv} \).

(e) Algorithm 2.11 is a sequential tridiagonalization algorithm based on Householder reflections. Verify that this algorithm executes the method just described. The algorithm does not make use of symmetry yet, but
Algorithm 2.11. Sequential Householder tridiagonalization.

| input: | $A : n \times n$ symmetric matrix, $A = A^{(0)}$. |
| output: | $A : n \times n$ symmetric matrix, $A = V + T + V^T$, with $T : n \times n$ symmetric tridiagonal matrix. |
| & $V : n \times n$ matrix with $v_{ij} = 0$ for $i \leq j + 1$, such that $Q_1 T Q_1^T = A^{(0)}$, where $Q_1 = P_{n-3}, \ldots, P_0$, with $P_k = \text{diag}(I_{k+1}, P_{v(k)})$ and $v^{(k)} = \begin{bmatrix} 1 \\ V(k+2: n-1, k) \end{bmatrix}$. |

for $k := 0$ to $n - 3$ do

$(v', \beta, \mu) := \text{Householder}(A(k+1: n-1, k), n-k-1)$;

for $i := k+1$ to $n-1$ do

$v_i := v'_{i-k-1}$; \{shift for easier indexing\}

for $i := k+1$ to $n-1$ do

$p_i := 0$;

for $j := k+1$ to $n-1$ do

$p_i := p_i + \beta a_{ij} v_j$;

$\gamma := 0$;

for $i := k+1$ to $n-1$ do

$\gamma := \gamma + p_i v_i$;

for $i := k+1$ to $n-1$ do

$w_i := p_i - \frac{\beta \gamma}{2} v_i$;

$a_{k+1, k} := \mu$; $a_{k, k+1} := \mu$;

for $i := k+2$ to $n-1$ do

$a_{ik} := v_i$; $a_{ki} := v_i$;

for $i := k+1$ to $n-1$ do

for $j := k+1$ to $n-1$ do

$a_{ij} := a_{ij} - v_i w_j - w_i v_j$;

this is easy to achieve, by only performing operations on the lower triangular and diagonal part of $A$.

(f) Design, implement, and test a parallel version of this algorithm that exploits the symmetry. Assume that $A$ is distributed by the square cyclic distribution, for similar reasons as in the case of LU decomposition. Why do these reasons apply here as well? Choose a suitable vector distribution, assuming that the vectors $v$, $p$, and $w$ are distributed over all $p$ processors, and that this is done in the same way for the three vectors. (We could have chosen to distribute the vectors in the same way as the input vector, that is, the column part $A(k+1: n-1, k)$. Why is this a bad idea?) Design the communication supersteps by following the need-to-know principle. Pay particular attention to the matrix–vector multiplication in the computation of $p$. How many supersteps does this multiplication require? (Matrix–vector multiplication will be discussed extensively in Chapter 4.)
9. (**) Usually, the decomposition \( PA = LU \) is followed by the solution of two triangular systems, \( Ly = Pb \) and \( Ux = y \); this solves the linear system \( Ax = b \). In the parallel case, the distribution in which the triangular matrices \( L \) and \( U \) are produced by the LU decomposition must be used when solving the triangular systems, because it would be too expensive to redistribute the \( n^2 \) matrix elements involved, compared with the \( 2n^2 \) flops required by the triangular system solutions.

(a) Design a basic parallel algorithm for the solution of a lower triangular system \( Lx = b \), where \( L \) is an \( n \times n \) lower triangular matrix, \( b \) a given vector of length \( n \), and \( x \) the unknown solution vector of length \( n \). Assume that the number of processors is \( p = M^2 \) and that the matrix is distributed by the square cyclic distribution. Hint: the computation and communication can be organized in a wavefront pattern, where in stage \( k \) of the algorithm, computations are carried out for matrix elements \( l_{ij} \) with \( i + j = k \). After these computations, communication is performed: the owner \( P(s, t) \) of an element \( l_{ij} \) on the wavefront puts \( x_j \) into \( P((s+1) \mod M, t) \), which owns \( l_{i+1,j} \), and it also puts \( \sum_{r=0}^{j} l_{ir}x_r \) into \( P(s, (t + 1) \mod M) \), which owns \( l_{i,j+1} \).

(b) Reduce the amount of communication. Communicate only when this is really necessary.

(c) Which processors are working in stage \( k \)? Improve the load balance. Hint: procrastinate!

(d) Determine the BSP cost of the improved algorithm.

(e) Now assume that the matrix is distributed by the square block-cyclic distribution, defined by eqn (2.33) with \( M = N = \sqrt{p} \) and \( b_0 = b_1 = \beta \). How would you generalize your algorithm for solving lower triangular systems to this case? Determine the BSP cost of the generalized algorithm and find the optimal block size parameter \( \beta \) for a computer with given BSP parameters \( p, g, \) and \( l \).

(f) Implement your algorithm for the square cyclic distribution in a function \texttt{bspltriang}. Write a similar function \texttt{bsputriang} that solves upper triangular systems. Combine \texttt{bsplu}, \texttt{bspltriang}, and \texttt{bsputriang} into one program \texttt{bsplinsol} that solves a linear system of equations \( Ax = b \). The program has to permute \( b \) into \( P_{\pi^{-1}}b \), where \( \pi \) is the partial pivoting permutation produced by the LU decomposition. Measure the execution time of the LU decomposition and the triangular system solutions for various \( p \) and \( n \).

10. (**) The LU decomposition function \texttt{bsplu} is, well, educational. It teaches important distribution and communication techniques, but it is far from optimal. Our goal now is to turn \texttt{bsplu} into a fast program that is suitable for a production environment where every flop/s counts. We optimize
the program gradually, taking care that we can observe the effect of each modification. Measure the gains (or losses) achieved by each modification and explain your results.

(a) In parallel computing, postponing work until it can be done in bulk quantity creates opportunities for optimization. This holds for computation work as well as for communication work. For instance, we can combine several consecutive stages $k, k_0 \leq k < k_1$, of the LU decomposition algorithm. As a first optimization, postpone all operations on the submatrix $A(\ast, k_1 : n - 1)$ until the end of stage $k_1 - 1$, see Fig. 2.9. This concerns two types of operations: swapping elements as part of row swaps and modifying elements as part of matrix updates. Operations on the submatrix $A(\ast, 0 : k_1 - 1)$ are done as before. Carry out the postponed work by first permuting all rows involved in the row swaps and then performing a sequence of row broadcasts and matrix updates. This affects only the submatrices $A_{12}$ and $A_{22}$. (We use the names of the submatrices as given in the figure when this is more convenient.)

To update the matrix correctly, the values of the columns $A(k + 1 : n - 1, k)$, $k_0 \leq k < k_1$, that are broadcast must be stored in an array $L$ immediately after the broadcast. Caution: the row swaps inside the submatrix $A(\ast, k_0 : k_1 - 1)$ will be carried out on the submatrix itself, but not on the copies created by the column broadcasts. At the end of stage $k_1 - 1$, the copy $L(i, k_0 : k_1 - 1)$ of row $i$, with elements frozen at various stages, may not be the same as the current row $A(i, k_0 : k_1 - 1)$. How many rows are affected in the worst case? Rebroadcast those rows. Do you need to rebroadcast in two phases? What is the extra cost incurred? Why is the new version of the algorithm still an improvement?

(b) Not all flops are created equal. Flops from matrix operations can often be performed at much higher rates than flops from vector or scalar operations. We can exploit this by postponing and then combining all
updates of the submatrix $A_{22}$ from the stages $k_0 \leq k < k_1$. Updates of the submatrix $A_{12}$ are still carried out as in (a). Let $b = k_1 - k_0$ be the algorithmic block size. Formulate the combined matrix update in terms of the multiplication of an $(n - k_1) \times b$ matrix by a $b \times (n - k_1)$ matrix. Modify $b_{sp1u}$ accordingly, and write your own version of the DGEMM function from the BLAS library to perform the multiplication.

The syntax of DGEMM is

\[
\text{DGEMM (transa, transb, m, n, k, alpha, a, lda, b, ldb, beta, c, ldc)});
\]

This corresponds to the operation $C := \alpha \hat{A} \hat{B} + \beta C$, where $\hat{A}$ is an $m \times k$ matrix, $\hat{B}$ a $k \times n$ matrix, $C$ an $m \times n$ matrix, and $\alpha$ and $\beta$ are scalars. Here, $\hat{A} = A$ if $\text{transa} = \text{'n'}$ and $\hat{A} = A^T$ if $\text{transa} = \text{'t'}$, where the matrix $A$ is the matrix that is actually stored in the memory, and similarly for $\hat{B}$. The integer $\text{lda}$ is the leading dimension of the matrix $A$, that is, $\text{lda}$ determines how the two-dimensional matrix $A$ is stored in the one-dimensional array $a$: element $a_{ij}$ is stored in position $i + j \cdot \text{lda}$. Similarly, $\text{ldb}$ and $\text{ldc}$ determine the storage format of $B$ and $C$.

A complication arises because the data format assumed by DGEMM is that of the Fortran language, with matrices stored by columns, whereas in the C language matrices are stored by rows. To hand over a matrix $A$ stored by rows from the calling C program to the Fortran-speaking DGEMM subroutine, we just tell the subroutine that it receives the matrix $A^T$ stored by columns. Therefore, the subroutine should perform the update $C^T := \alpha \hat{B}^T \hat{A}^T + \beta C^T$.

(c) Try to find a version of DGEMM that is tailored to your machine. (Most machine vendors provide extremely efficient BLAS in assembler language; DGEMM is their showcase function which should approach theoretical peak performance.) Find the optimal block size $b$ using the vendor’s DGEMM, for a suitable choice of $n$ and $p$. Explain the relation between block size and performance.

(d) How can you achieve a perfect load balance in the update of the matrix $A_{22}$?

(e) Where possible, replace other computations by calls to BLAS functions. In the current version of the program, how much time is spent in computation? How much in communication?

(f) Postpone all row swaps in the submatrix $A(\ast, 0: k_0 - 1)$ until the end of stage $k_1 - 1$, and then perform them in one large row permutation. Avoid synchronization by combining the resulting superstep with another superstep. This approach may be called superstep piggybacking.
(g) The high-performance put function `bsp_hppput` of BSPlib has exactly the same syntax as the `bsp_put` function:

\[
\text{bsp_hppput}(\text{pid}, \text{source}, \text{dest}, \text{offset}, \text{nbytes});
\]

It does not provide the safety of buffering at the source and destination that `bsp_put` gives. The read and write operations can in principle occur at any time during the superstep. Therefore the user must ensure safety by taking care that different communication operations do not interfere. The primary aim of using this primitive is to save the memory of the buffers. Sometimes, this makes the difference between being able to solve a problem or not. A beneficial side effect is that this saves time as well. There also exists a `bsp_hpget` operation, with syntax

\[
\text{bsp_hpget}(\text{pid}, \text{source}, \text{offset}, \text{dest}, \text{nbytes});
\]

which should be used with the same care as `bsp_hppput`. In the LU decomposition program, matrix data are often put into temporary arrays and not directly into the matrix itself, so that there is no need for additional buffering by the system. Change the `bsp_puts` into `bsp_hppputs`, wherever this is useful and allowed, perhaps after a few minor modifications. What is the effect?

(h) For short vectors, a one-phase broadcast is faster than a two-phase broadcast. Replace the two-phase broadcast in stage $k$ of row elements $a_{kj}$ with $k < j < k_1$ by a one-phase broadcast. For which values of $b$ is this an improvement?

(i) As already observed in Exercise 3, a disadvantage of the present approach to row swaps and row broadcasts in the submatrix $A(k_0: n - 1, k_1: n - 1)$ is that elements of pivot rows move three times: each such element is first moved into the submatrix $A_{12}$ as part of a permutation; then it is moved as part of the data spreading operation in the first phase of the row broadcast; and finally it is copied and broadcast in the second phase. This time, there are $b$ rows instead of one that suffer from excessive mobility, and they can be dealt with together. Instead of moving the local part of a row into $A_{12}$, you should spread it over the $M$ processors of its processor column (in the same way for every row). As a result, $A_{12}$ becomes distributed over all $p$ processors in a column distribution. Updating $A_{12}$ becomes a local operation, provided each processor has a copy of the lower triangular part of $A_{11}$. How much does this approach save?

(j) Any ideas for further improvement?
THE FAST FOURIER TRANSFORM

This chapter demonstrates the use of different data distributions in different phases of a computation: we use both the block and cyclic distributions of a vector and also intermediates between them. Each data redistribution is a permutation that requires communication. By making careful choices, the number of such redistributions can be kept to a minimum. This approach is demonstrated for the fast Fourier transform (FFT), a regular computation with a predictable but challenging data access pattern. Furthermore, the chapter shows how permutations with a regular pattern can be implemented more efficiently. These techniques are demonstrated in the specific case of the FFT, but they are applicable to other regular computations on data vectors as well. After having read this chapter, you are able to design and implement parallel algorithms for a range of related regular computations, including wavelet transforms, sine and cosine transforms, and convolutions; you will also be able to incorporate these algorithms in larger programs, for example, for weather forecasting or signal processing. Furthermore, you will be able to present the results of numerical experiments in a meaningful manner using the metrics of speedup and efficiency.

3.1 The problem

Fourier analysis studies the decomposition of functions into their frequency components. The functions may represent a piano sonata by Mozart recorded 50 years ago, a blurred picture of a star taken by the Hubble Space Telescope before its mirrors were repaired, or a Computerized Tomography (CT) scan of your chest. It is often easier to improve a function if we can work directly with its frequency components. Enhancing desired frequencies or removing undesired ones makes the music more pleasing to your ears. Fourier methods help deblurring the satellite picture and they are crucial in reconstructing a medical image from the tomographic measurements.

Let \( f : \mathbb{R} \rightarrow \mathbb{C} \) be a \( T \)-periodic function, that is, a function with \( f(t + T) = f(t) \) for all \( t \in \mathbb{R} \). The Fourier series associated with \( f \) is defined by

\[
\hat{f}(t) = \sum_{k=-\infty}^{\infty} c_k e^{2\pi i kt/T},
\]  

(3.1)
where the Fourier coefficients $c_k$ are given by

$$c_k = \frac{1}{T} \int_0^T f(t) e^{-2\pi ikt/T} \, dt$$  \hspace{1cm} (3.2)$$

and $i$ denotes the complex number with $i^2 = -1$. (To avoid confusion, we ban the index $i$ from this chapter.) Under relatively mild assumptions, such as piecewise smoothness, it can be proven that the Fourier series converges for every $t$. (A function is called **smooth** if it is continuous and its derivative is also continuous. A property is said to hold **piecewise** if each finite interval of its domain can be cut up into a finite number of pieces where the property holds; it need not hold in the end points of the pieces.) A piecewise smooth function satisfies $\hat{f}(t) = f(t)$ in points of continuity; in the other points, $\hat{f}$ is the average of the left and right limit of $f$. (For more details, see [33].) If $f$ is real-valued, we can use Euler’s formula $e^{i\theta} = \cos \theta + i \sin \theta$, and eqns (3.1) and (3.2) to obtain a real-valued Fourier series expressed in sine and cosine functions.

On digital computers, signal or image functions are represented by their values at a finite number of sample points. A compact disc contains 44 100 sample points for each second of recorded music. A high-resolution digital image may contain 1024 by 1024 picture elements (pixels). On an unhappy day in the future, you might find your chest being cut by a CT scanner into 40 slices, each containing 512 by 512 pixels. In all these cases, we obtain a discrete approximation to the continuous world.

Suppose we are interested in computing the Fourier coefficients of a $T$-periodic function $f$ which is sampled at $n$ points $t_j = jT/n$, with $j = 0, 1, \ldots, n-1$. Using the trapezoidal rule for numerical integration on the interval $[0, T]$ and using $f(0) = f(T)$, we obtain an approximation

$$c_k = \frac{1}{T} \int_0^T f(t) e^{-2\pi ikt/T} \, dt$$

$$\approx \frac{1}{T} \cdot \frac{T}{n} \left( \frac{f(0)}{2} + \sum_{j=1}^{n-1} f(t_j) e^{-2\pi ikt_j/T} + \frac{f(T)}{2} \right)$$

$$= \frac{1}{n} \sum_{j=0}^{n-1} f(t_j) e^{-2\pi ijk/n}.$$  \hspace{1cm} (3.3)$$

The **discrete Fourier transform** (DFT) of a vector $\mathbf{x} = (x_0, \ldots, x_{n-1})^T \in \mathbb{C}^n$ can be defined as the vector $\mathbf{y} = (y_0, \ldots, y_{n-1})^T \in \mathbb{C}^n$ with

$$y_k = \sum_{j=0}^{n-1} x_j e^{-2\pi ijk/n}, \quad \text{for } 0 \leq k < n.$$  \hspace{1cm} (3.4)
(Different conventions exist regarding the sign of the exponent.) Thus, eqn (3.3) has the form of a DFT, with \( x_j = f(t_j)/n \) for \( 0 \leq j < n \). It is easy to see that the inverse DFT is given by

\[
x_j = \frac{1}{n} \sum_{k=0}^{n-1} y_k e^{2\pi i jk/n}, \quad \text{for } 0 \leq j < n.
\]

(3.5)

A straightforward implementation of eqn (3.4) would require \( n-1 \) complex additions and \( n \) complex multiplications for each vector component \( y_k \), assuming that factors of the form \( e^{-2\pi im/n} \) have been precomputed and are available in a table. A complex addition has the form \((a + bi) + (c + di) = (a + c) + (b + d)i\), which requires two real additions. A complex multiplication has the form \((a + bi)(c + di) = (ac - bd) + (ad + bc)i\), which requires one real addition, one real subtraction, and four real multiplications, that is, a total of six flops. Therefore, the straightforward computation of the DFT costs \( n(2(n-1) + 6n) = 8n^2 - 2n \) flops.

It is often convenient to use matrix notation to express DFT algorithms. Define the \( n \times n \) Fourier matrix \( F_n \) by

\[
(F_n)_{jk} = \omega_n^{jk}, \quad \text{for } 0 \leq j, k < n,
\]

(3.6)

where

\[
\omega_n = e^{-2\pi i/n}.
\]

(3.7)

Figure 3.1 illustrates the powers of \( \omega_n \) occurring in the Fourier matrix; these are sometimes called the roots of unity.

![Figure 3.1. Roots of unity \( \omega^k \), with \( \omega = \omega_8 = e^{-2\pi i/8} \), shown in the complex plane.](image)
Example 3.1 Let $n = 4$. Because $\omega_4 = e^{-2\pi i/4} = e^{-\pi i/2} = -i$, it follows that

$$F_4 = \begin{bmatrix}
\omega_4^0 & \omega_4^0 & \omega_4^0 & \omega_4^0 \\
\omega_4^0 & \omega_4^1 & \omega_4^2 & \omega_4^3 \\
\omega_4^0 & \omega_4^3 & \omega_4^4 & \omega_4^6 \\
\omega_4^0 & \omega_4^2 & \omega_4^6 & \omega_4^9
\end{bmatrix} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & -i & -1 & i \\
1 & 1 & 1 & -1 \\
1 & i & -1 & -i
\end{bmatrix}.$$  

(3.8)

Useful properties of the Fourier matrix are $F_n^T = F_n$ and $F_n^{-1} = \overline{F_n}/n$, where the bar on $F_n$ denotes the complex conjugate. The transform $y := \text{DFT}(x)$ can be written as $y := F_n x$, so that the DFT becomes a matrix–vector multiplication. The computation of the DFT is the problem studied in this chapter.

3.2 Sequential recursive fast Fourier transform

The FFT is a fast algorithm for the computation of the DFT. The basic idea of the algorithm is surprisingly simple, which does not mean that it is easy to discover if you have not seen it before. In this section, we apply the idea recursively, as was done by Danielson and Lanczos [51] in 1942. (A method is recursive if it invokes itself, usually on smaller problem sizes.)

Assume that $n$ is even. We split the sum of eqn (3.4) into sums of even-indexed and odd-indexed terms, which gives

$$y_k = \sum_{j=0}^{n-1} x_j \omega_n^j k = \sum_{j=0}^{n/2-1} x_{2j} \omega_n^{2jk} + \sum_{j=0}^{n/2-1} x_{2j+1} \omega_n^{(2j+1)k}, \quad \text{for } 0 \leq k < n. \quad (3.9)$$

By using the equality $\omega_n^2 = \omega_{n/2}$, we can rewrite (3.9) as

$$y_k = \sum_{j=0}^{n/2-1} x_{2j} \omega_n^{jk} + \omega_n^k \sum_{j=0}^{n/2-1} x_{2j+1} \omega_n^{jk}, \quad \text{for } 0 \leq k < n. \quad (3.10)$$

In the first sum, we recognize a Fourier transform of length $n/2$ of the even components of $x$. To cast the sum exactly into this form, we must restrict the output indices to the range $0 \leq k < n/2$. In the second sum, we recognize a transform of the odd components. This leads to a method for computing the set of coefficients $y_k$, $0 \leq k < n/2$, which uses two Fourier transforms of length $n/2$. To obtain a method for computing the remaining coefficients $y_k$, $n/2 \leq k < n$, we have to rewrite eqn (3.10). Let $k' = k - n/2$, so that $0 \leq k' < n/2$. Substituting $k = k' + n/2$ in eqn (3.10) gives

$$y_{k' + n/2} = \sum_{j=0}^{n/2-1} x_{2j} \omega_n^{j(k'+n/2)} + \omega_n^{k'+n/2} \sum_{j=0}^{n/2-1} x_{2j+1} \omega_n^{j(k'+n/2)}, \quad \text{for } 0 \leq k' < n/2. \quad (3.11)$$
By using the equalities $\omega_{n/2}^{n/2} = 1$ and $\omega_{n}^{n/2} = -1$, and by dropping the primes we obtain

$$y_{k+n/2} = \sum_{j=0}^{n/2-1} x_{2j} \omega_{n/2}^{jk} - \omega_{n}^{k} \sum_{j=0}^{n/2-1} x_{2j+1} \omega_{n/2}^{jk}, \text{ for } 0 \leq k < n/2. \hspace{1cm} (3.12)$$

Comparing eqns (3.10) and (3.12), we see that the sums appearing in the right-hand sides are the same; if we add the sums we obtain $y_k$ and if we subtract them we obtain $y_{k+n/2}$. Here, the savings become apparent: we need to compute the sums only once.

Following the basic idea, we can compute a Fourier transform of length $n$ by first computing two Fourier transforms of length $n/2$ and then combining the results. Combining requires $n/2$ complex multiplications, $n/2$ complex additions, and $n/2$ complex subtractions, that is, a total of $(6 + 2 + 2) \cdot n/2 = 5n$ flops. If we use the DFT for the half-length Fourier transforms, the total flop count is already reduced from $8n^2 - 2n$ to $2 \cdot [8(n/2)^2 - 2(n/2)] + 5n = 4n^2 + 3n$, thereby saving almost a factor of two in computing time. Of course, we can apply the idea recursively, computing the half-length transforms by the same splitting method. The recursion ends when the input length becomes odd; in that case, we switch to a straightforward DFT algorithm. If the original input length is a power of two, the recursion ends with a DFT of length one, which is just a trivial copy operation $y_0 := x_0$. Figure 3.2 shows how the problem is split up recursively for $n = 8$. Algorithm 3.1 presents the recursive FFT algorithm for an arbitrary input length.

For simplicity, we assume from now on that the original input length is a power of two. The flop count of the recursive FFT algorithm can be computed

Fig. 3.2. Recursive computation of the DFT for $n = 8$. The numbers shown are the indices in the original vector, that is, the number $j$ denotes the index of the vector component $x_{j}$ (and not the numerical value). The arrows represent the splitting operation. The combining operation is executed in the reverse direction of the arrows.
Algorithm 3.1. Sequential recursive FFT.

\begin{algorithm}
\textbf{input:} \quad x: vector of length \( n \).
\textbf{output:} \quad y: vector of length \( n \), \( y = F_n x \).
\textbf{function call:} \quad y := \text{FFT}(x, n).

\textbf{if} \ \ n \ \ \text{mod} \ 2 = 0 \ \ \textbf{then}
\begin{align*}
x^e & := x(0: 2: n - 1); \\
x^o & := x(1: 2: n - 1); \\
y^e & := \text{FFT}(x^e, n/2); \\
y^o & := \text{FFT}(x^o, n/2); \\
\text{for} \ k := 0 \ \text{to} \ n/2 - 1 \ \text{do} \\
\tau & := \omega_n^k y_k^o; \\
y_k & := y_k^e + \tau; \\
y_{k+n/2} & := y_k^e - \tau; \\
\textbf{else} \quad y & := \text{DFT}(x, n);
\end{align*}
\end{algorithm}

as follows. Let \( T(n) \) be the number of flops of an FFT of length \( n \). Then

\[ T(n) = 2T\left(\frac{n}{2}\right) + 5n, \quad (3.13) \]

because an FFT of length \( n \) requires two FFTs of length \( n/2 \) and the combination of the results requires \( 5n \) flops. Since the half-length FFTs are split again, we substitute eqn (3.13) in itself, but with \( n \) replaced by \( n/2 \). This gives

\[ T(n) = 2 \left( 2T\left(\frac{n}{4}\right) + 5\frac{n}{2} \right) + 5n = 4T\left(\frac{n}{4}\right) + 2 \cdot 5n. \quad (3.14) \]

Repeating this process until the input length becomes one, and using \( T(1) = 0 \), we obtain

\[ T(n) = nT(1) + (\log_2 n) \cdot 5n = 5n \log_2 n. \quad (3.15) \]

The gain of the FFT compared with the straightforward DFT is huge: only \( 5n \log_2 n \) flops are needed instead of \( 8n^2 - 2n \). For example, you may be able to process a sound track of \( n = 32\,768 \) samples (about 0.74 s on a compact disc) on your personal computer in real time by using FFTs, but you would have to wait 43 min if you decided to use DFTs instead.

### 3.3 Sequential nonrecursive algorithm

With each recursive computation, a computational tree is associated. The nodes of the tree are the calls to the recursive function that performs the computation. The root of the tree is the first call and the leaves are the calls
that do not invoke the recursive function themselves. Figure 3.2 shows the tree for an FFT of length eight; the tree is binary, since each node has at most two children. The tree-like nature of recursive computations may lead you into thinking that such algorithms are straightforward to parallelize. Indeed, it is clear that the computation can be split up easily. A difficulty arises, however, because a recursive algorithm traverses its computation tree sequentially, visiting different subtrees one after the other. For a parallel algorithm, we ideally would like to access many subtrees simultaneously. A first step towards parallelization of a recursive algorithm is therefore to reformulate it in nonrecursive form. The next step is then to split and perhaps reorganize the computation. In this section, we derive a nonrecursive FFT algorithm, which is known as the Cooley–Tukey algorithm [45].

Van Loan [187] presents a unifying framework in which the Fourier matrix $F_n$ is factorized as the product of permutation matrices and structured sparse matrices. This helps in concisely formulating FFT algorithms, classifying the huge amount of existing FFT variants, and identifying the fundamental variants. We adopt this framework in deriving our parallel algorithm.

The computation of $F_n \mathbf{x}$ by the recursive algorithm can be expressed in matrix language as

$$F_n \mathbf{x} = \begin{bmatrix} I_{n/2} & \Omega_{n/2} \\ I_{n/2} & -\Omega_{n/2} \end{bmatrix} \begin{bmatrix} F_{n/2} & 0 \\ 0 & F_{n/2} \end{bmatrix} \begin{bmatrix} x(0: 2: n-1) \\ x(1: 2: n-1) \end{bmatrix}.$$  \hspace{1cm} (3.16)

Here, $\Omega_n$ denotes the $n \times n$ diagonal matrix with the first $n$ powers of $\omega_{2n}$ on the diagonal,

$$\Omega_n = \text{diag}(1, \omega_{2n}, \omega_{2n}^2, \ldots, \omega_{2n}^{n-1}).$$  \hspace{1cm} (3.17)

Please verify that eqn (3.16) indeed corresponds to Algorithm 3.1.

We examine the three parts of the right-hand side of eqn (3.16) starting from the right. The rightmost part is just the vector $\mathbf{x}$ with its components sorted into even and odd components. We define the even–odd sort matrix $S_n$ by

$$S_n = \begin{bmatrix} 1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & \cdots & 0 & 0 & 0 \\ & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & \cdots & 0 & 0 & 0 \\ & \vdots & \vdots & \vdots & & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 1 \end{bmatrix},$$  \hspace{1cm} (3.18)

that is, $S_n$ is the $n \times n$ permutation matrix that contains the even rows of $I_n$ followed by the odd rows. (Note that the indices start at zero, so that the
even rows are rows 0, 2, 4, \ldots, n - 2.) Using this notation, we can write

\[ S_n x = \begin{bmatrix} x(0: 2: n - 1) \\ x(1: 2: n - 1) \end{bmatrix}. \quad (3.19) \]

The middle part of the right-hand side of eqn (3.16) is a block-diagonal matrix with two identical blocks \( F_{n/2} \) on the diagonal. The off-diagonal blocks, which are zero, can be interpreted as 0 times the submatrix \( F_{n/2} \). The matrix therefore consists of four submatrices that are scaled copies of the submatrix \( F_{n/2} \). In such a situation, it is convenient to use the Kronecker matrix product notation. If \( A \) is a \( q \times r \) matrix and \( B \) an \( m \times n \) matrix, then the **Kronecker product** (also called **tensor product**, or **direct product**) \( A \otimes B \) is the \( qm \times rn \) matrix defined by

\[
A \otimes B = \begin{bmatrix}
a_{00}B & \cdots & a_{0,r-1}B \\
\vdots & & \vdots \\
a_{q-1,0}B & \cdots & a_{q-1,r-1}B
\end{bmatrix}. \quad (3.20)
\]

**Example 3.2** Let \( A = \begin{bmatrix} 0 & 1 \\ 2 & 4 \end{bmatrix} \) and \( B = \begin{bmatrix} 1 & 0 & 2 \\ 0 & 1 & 0 \end{bmatrix} \). Then

\[
A \otimes B = \begin{bmatrix} 0 & B \\ 2B & 4B \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 2 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 2 & 0 & 4 & 4 & 0 & 8 \\ 0 & 2 & 0 & 0 & 4 & 0 \end{bmatrix}.
\]

The Kronecker product has many useful properties (but, unfortunately, it does not possess commutativity). For an extensive list, see Van Loan [187]. Here, we only mention the three properties that we shall use.

**Lemma 3.3** Let \( A, B, C \) be matrices. Then

\[ (A \otimes B) \otimes C = A \otimes (B \otimes C). \]

**Lemma 3.4** Let \( A, B, C, D \) be matrices such that \( AC \) and \( BD \) are defined. Then

\[ (A \otimes B)(C \otimes D) = (AC) \otimes (BD). \]

**Lemma 3.5** Let \( m, n \in \mathbb{N} \). Then

\[ I_m \otimes I_n = I_{mn}. \]

**Proof** Boring. \[ \square \]

Lemma 3.3 saves some ink because we can drop brackets and write \( A \otimes B \otimes C \) instead of having to give an explicit evaluation order such as \( (A \otimes B) \otimes C \).
Using the Kronecker product notation, we can write the middle part of the right-hand side of eqn (3.16) as

\[ I_2 \otimes F_{n/2} = \begin{bmatrix} F_{n/2} & 0 \\ 0 & F_{n/2} \end{bmatrix}. \tag{3.21} \]

The leftmost part of the right-hand side of eqn (3.16) is the \( n \times n \) butterfly matrix

\[ B_n = \begin{bmatrix} I_{n/2} & \Omega_{n/2} \\ I_{n/2} & -\Omega_{n/2} \end{bmatrix}. \tag{3.22} \]

The butterfly matrix obtains its name from the butterfly-like pattern in which it transforms input pairs \((x_j, x_{j+n/2}), 0 \leq j < n/2,\) into output pairs, see Fig. 3.3. The butterfly matrix is sparse because only \( 2n \) of its \( n^2 \) elements are nonzero. It is also structured, because its nonzeros form three diagonals.

**Example 3.6**

\[ B_4 = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & -i \\ 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & i \end{bmatrix}. \]

Using our new notations, we can rewrite eqn (3.16) as

\[ F_n \mathbf{x} = B_n (I_2 \otimes F_{n/2}) S_n \mathbf{x}. \tag{3.23} \]

Since this holds for all vectors \( \mathbf{x} \), we obtain the matrix factorization

\[ F_n = B_n (I_2 \otimes F_{n/2}) S_n, \tag{3.24} \]

which expresses the Fourier matrix in terms of a smaller Fourier matrix. We can reduce the size of the smaller Fourier matrix further by repeatedly
factorizing the middle factor of the right-hand side. For a factor of the form
$I_k \otimes F_{n/k}$, this is done by applying Lemmas 3.4 (twice), 3.3, and 3.5, giving

\[ I_k \otimes F_{n/k} = [I_k I_k I_k] \otimes [B_{n/k} (I_2 \otimes F_{n/(2k)}) S_{n/k}] \]
\[ = (I_k \otimes B_{n/k}) ([I_k I_k] \otimes [(I_2 \otimes F_{n/(2k)}) S_{n/k}]) \]
\[ = (I_k \otimes B_{n/k}) (I_k \otimes I_2 \otimes F_{n/(2k)}) (I_k \otimes S_{n/k}) \]
\[ = (I_k \otimes B_{n/k}) (I_2k \otimes F_{n/(2k)}) (I_k \otimes S_{n/k}). \] (3.25)

After repeatedly eating away at the middle factor, from both sides, we finally
reach $I_n \otimes F_{n/n} = I_n \otimes I_1 = I_n$. Collecting the factors produced in this process,
we obtain the following theorem, which is the so-called decimation in time
(DIT) variant of the Cooley–Tukey factorization. (The name ‘DIT’ comes
from splitting—decimating—the samples taken over time, cf. eqn (3.9).)

**Theorem 3.7** (Cooley and Tukey [45]—DIT) Let $n$ be a power of two with
$n \geq 2$. Then

\[ F_n = (I_1 \otimes B_n) (I_2 \otimes B_{n/2}) (I_4 \otimes B_{n/4}) \cdots (I_{n/2} \otimes B_2) R_n, \]

where

\[ R_n = (I_{n/2} \otimes S_2) \cdots (I_4 \otimes S_{n/4}) (I_2 \otimes S_{n/2}) (I_1 \otimes S_n). \]

Note that the factors $I_k \otimes S_{n/k}$ are permutation matrices, so that $R_n$ is a
permutation matrix.

**Example 3.8**

\[ R_8 = (I_4 \otimes S_2) (I_2 \otimes S_4) (I_1 \otimes S_8) = (I_4 \otimes I_2) (I_2 \otimes S_4) S_8 = (I_2 \otimes S_4) S_8 \]

\[
\begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix}
= \begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix} \]

\[
\begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix}
= \begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix} \]

\[
\begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix}
= \begin{bmatrix}
1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix} \]
The permutation matrix $R_n$ is known as the **bit-reversal** matrix. Multiplying an input vector by this matrix first permutes the vector by splitting it into even and odd components, moving the even components to the front; then treats the two parts separately in the same way, splitting each half into its own even and odd components; and so on.

The name ‘bit reversal’ stems from viewing this permutation in terms of binary digits. We can write an index $j$, $0 \leq j < n$, as

$$j = \sum_{k=0}^{m-1} b_k 2^k,$$

where $b_k \in \{0, 1\}$ is the $k$th bit and $n = 2^m$. We call $b_0$ the **least significant bit** and $b_{m-1}$ the **most significant bit**. We express the binary expansion by the notation

$$(b_{m-1} \cdots b_1 b_0)_2 = \sum_{k=0}^{m-1} b_k 2^k.$$  

**Example 3.9**

$$\begin{align*}
(10100101)_2 &= 2^7 + 2^5 + 2^2 + 2^0 = 165.
\end{align*}$$

Multiplying a vector by $R_n$ starts by splitting the vector into a subvector of components $x_{(b_{m-1} \cdots b_0)_2}$ with $b_0 = 0$ and a subvector of components with $b_0 = 1$. This means that the most significant bit of the new position of a component becomes $b_0$. Each subvector is then split according to bit $b_1$, and so on. Thus, the final position of the component with index $(b_{m-1} \cdots b_0)_2$ becomes $(b_0 \cdots b_{m-1})_2$, that is, the bit reverse of the original position; hence the name. The splittings of the bit reversal are exactly the same as those of the recursive procedure, but now they are lumped together. For this reason, Fig. 3.2 can also be viewed as an illustration of the bit-reversal permutation, where the bottom row gives the bit reversals of the vector components shown at the top.

The following theorem states formally that $R_n$ corresponds to a bit-reversal permutation $\rho_n$, where the correspondence between a permutation $\sigma$ and a permutation matrix $P_\sigma$ is given by eqn (2.10). The permutation for $n = 8$ is displayed in Table 3.1.

**Theorem 3.10** Let $n = 2^m$, with $m \geq 1$. Let $\rho_n : \{0, \ldots, n-1\} \to \{0, \ldots, n-1\}$ be the bit-reversal permutation defined by

$$\rho_n((b_{m-1} \cdots b_0)_2) = (b_0 \cdots b_{m-1})_2.$$

Then

$$R_n = P_{\rho_n}.$$

**Proof** First, we note that

$$(S_n x)_{(b_{m-1} \cdots b_0)_2} = x_{(b_{m-2} \cdots b_0 b_{m-1})_2},$$

(3.28)
for all binary numbers \((b_{m-1} \cdots b_0)_2\) of \(m\) bits. This is easy to see: if \(j = (b_{m-1} \cdots b_0)_2 < n/2\), then \(b_{m-1} = 0\) and \(j = (b_{m-2} \cdots b_0)_2\) so that \((S_n x)_j = x_{2j} = x(b_{m-2} \cdots b_0 b_{m-1})_2\). The proof for \(j \geq n/2\) is similar. Equation (3.28) says that the original position of a component of the permuted vector is obtained by shifting the bits of its index one position to the left in a circular fashion. Second, we generalize our result and obtain

\[
((I_{n/2^t} \otimes S_{2^t}) x)_{(b_{m-1} \cdots b_0)_2} = x_{(b_{m-1} \cdots b_{t-2} b_0 b_{t-1})_2},
\]

(3.29)

for all binary numbers \((b_{m-1} \cdots b_0)_2\) of \(m\) bits. This is because we can apply eqn (3.28) with \(t\) bits instead of \(m\) to the subvector of length \(2^t\) of \(x\) starting at index \(j = (b_{m-1} \cdots b_t)_2 \cdot 2^t\). Here, only the \(t\) least significant bits participate in the circular shift. Third, using the definition \(R_n = (I_{n/2} \otimes S_2) \cdots (I_1 \otimes S_n)\) and applying eqn (3.29) for \(t = 1, 2, 3, \ldots, m\) we obtain

\[
(R_n x)_{(b_{m-1} \cdots b_0)_2} = ((I_{n/4} \otimes S_4) \cdots (I_1 \otimes S_n) x)_{(b_{m-1} \cdots b_0)_2}
\]

\[
= ((I_{n/8} \otimes S_8) \cdots (I_1 \otimes S_n) x)_{(b_{m-1} \cdots b_0 b_1)_2}
\]

\[
= ((I_{n/16} \otimes S_{16}) \cdots (I_1 \otimes S_n) x)_{(b_{m-1} \cdots b_0 b_1 b_2)_2}
\]

\[
\vdots
\]

\[
= (I_1 \otimes S_n) x)_{(b_{m-1} b_0 b_1 b_2 \cdots b_{m-2})_2} = x_{(b_0 \cdots b_{m-1})_2}.
\]

(3.30)

Therefore \((R_n x)_j = x_{\rho_n(j)}\), for all \(j\). Using \(\rho_n = \rho_n^{-1}\) and applying Lemma 2.5 we arrive at \((R_n x)_j = x_{\rho_n^{-1}(j)} = (P_{\rho_n} x)_j\). Since this holds for all \(j\), we have \(R_n x = P_{\rho_n} x\). Since this in turn holds for all \(x\), it follows that \(R_n = P_{\rho_n}\). □

Algorithm 3.2 is an FFT algorithm based on the Cooley–Tukey theorem. The algorithm overwrites the input vector \(x\) with the output vector \(F_n x\). For
Algorithm 3.2. Sequential nonrecursive FFT.

```
input: $x$ : vector of length $n = 2^m$, $m \geq 1$, $x = x_0$.
output: $x$ : vector of length $n$, such that $x = F_n x_0$.
function call: FFT($x$, $n$).
{
    Perform bit reversal $x := R_n x$. Function call bitrev($x$, $n$)
}
for $j := 0$ to $n - 1$ do
    { Compute $r := \rho_n(j)$ }
    $q := j$;
    $r := 0$;
    for $k := 0$ to $\log_2 n - 1$ do
        $b_k := q \mod 2$;
        $q := q \div 2$;
        $r := 2r + b_k$;
        if $j < r$ then swap($x_j, x_r$);
{
    Perform butterflies. Function call UFFT($x$, $n$)
}
$k := 2$;
while $k \leq n$ do
    { Compute $x := (I_{n/k} \otimes B_k)x$ }
    for $r := 0$ to $\frac{n}{k} - 1$ do
        { Compute $x(rk: rk + k - 1) := B_k x(rk: rk + k - 1)$ }
        for $j := 0$ to $\frac{k}{2} - 1$ do
            { Compute $x_{rk+j} \pm \omega_k^{j} x_{rk+j+k/2}$ }
            $\tau := \omega_k^{j} x_{rk+j+k/2}$;
            $x_{rk+j+k/2} := x_{rk+j} - \tau$;
            $x_{rk+j} := x_{rk+j} + \tau$;
    $k := 2k$;
```

Later use, we make parts of the algorithm separately callable: the function bitrev($x$, $n$) performs a bit reversal of length $n$ and the function UFFT($x$, $n$) performs an unordered FFT of length $n$, that is, an FFT without bit reversal. Note that multiplication by the butterfly matrix $B_k$ combines components at distance $k/2$, where $k$ is a power of two. In the inner loop, the subtraction $x_{rk+j+k/2} := x_{rk+j} - \tau$ is performed before the addition $x_{rk+j} := x_{rk+j} + \tau$, because the old value of $x_{rk+j}$ must be used in the computation of $x_{rk+j+k/2}$. (Performing these statements in the reverse order would require the use of an extra temporary variable.) A simple count of the floating-point operations shows that the cost of the nonrecursive FFT algorithm is the same as that of the recursive algorithm.
The symmetry of the Fourier matrix $F_n$ and the bit-reversal matrix $R_n$ gives us an alternative form of the Cooley–Tukey FFT factorization, the so-called decimation in frequency (DIF) variant.

**Corollary 3.11** (Cooley and Tukey [45]—DIF) Let $n$ be a power of two with $n \geq 2$. Then

$$F_n = R_n (I_{n/2} \otimes B_n^T) (I_{n/4} \otimes B_n^{4T}) (I_{n/8} \otimes B_n^{8T}) \cdots (I_1 \otimes B_n^T).$$

**Proof**

$$F_n = F_n^T = \left[ (I_1 \otimes B_n) (I_2 \otimes B_n^{2T}) (I_4 \otimes B_n^{4T}) \cdots (I_{n/2} \otimes B_n^T) R_n \right]^T$$

$$= R_n^T (I_{n/2} \otimes B_n^T) \cdots (I_4 \otimes B_n^{4T}) (I_2 \otimes B_n^{2T}) (I_1 \otimes B_n^T)$$

$$= R_n (I_{n/2} \otimes B_n^T) \cdots (I_4 \otimes B_n^{4T}) (I_2 \otimes B_n^{2T}) (I_1 \otimes B_n^T).$$

\[ \square \]

### 3.4 Parallel algorithm

The first question to answer when parallelizing an existing sequential algorithm is: which data should be distributed? The vector $x$ must certainly be distributed, but it may also be necessary to distribute the table containing the powers of $\omega_n$ that are used in the computation, the so-called weights. (A table must be used because it would be too expensive to compute the weights each time they are needed.) We defer the weights issue to Section 3.5, and for the moment we assume that the table of weights is replicated on every processor.

A suitable distribution should make the operations of the algorithm local. For the FFT, the basic operation is the butterfly, which modifies a pair $(x_j, x_{j'})$ with $j' = j + k/2$, where $k$ is the butterfly size. This is done in stage $k$ of the algorithm, that is, the iteration corresponding to parameter $k$ of the main loop of Algorithm 3.2. Let the length of the Fourier transform be $n = 2^m$, with $m \geq 1$, and let the number of processors be $p = 2^q$, with $0 \leq q < m$. We restrict the number of processors to a power of two because this matches the structure of our sequential FFT algorithm. Furthermore, we require that $q < m$, or equivalently $p < n$, because in the pathological case $p = n$ there is only one vector component per processor, and we need at least a pair of vector components to perform a sensible butterfly operation.

A block distribution of the vector $x$, with $n/p$ components per processor, makes butterflies with $k \leq n/p$ local. This is because $k$ and $n/p$ are powers of two, so that $k \leq n/p$ implies that $k$ divides $n/p$, thus making each butterfly block $x(rk: rk + k - 1)$ fit completely into a processor block $x(sn/p: sn/p + n/p - 1)$; no butterfly blocks cross the processor boundaries.
Example 3.12  Let \( n = 8 \) and \( p = 2 \) and assume that \( x \) is block distributed. Stage \( k = 2 \) of the FFT algorithm is a multiplication of \( x = x(0: 7) \) with

\[
I_4 \otimes B_2 = \begin{bmatrix}
1 & 1 & . & . & . & . & . \\
1 & -1 & . & . & . & . & . \\
. & 1 & 1 & . & . & . & . \\
. & 1 & -1 & . & . & . & . \\
. & . & . & 1 & 1 & . & . \\
. & . & . & 1 & -1 & . & . \\
. & . & . & . & . & 1 & 1 \\
. & . & . & . & . & 1 & -1 \\
\end{bmatrix}.
\]

The butterfly blocks of \( x \) that are multiplied by blocks of \( I_4 \otimes B_2 \) are \( x(0: 1), x(2: 3), x(4: 5), \) and \( x(6: 7) \). The first two blocks are contained in processor block \( x(0: 3) \), which belongs to \( P(0) \). The last two blocks are contained in processor block \( x(4: 7) \), which belongs to \( P(1) \).

In contrast to the block distribution, the cyclic distribution makes butterflies with \( k \geq 2p \) local, because \( k/2 \geq p \) implies that \( k/2 \) is a multiple of \( p \), so that the vector components \( x_j \) and \( x_{j'} \) with \( j' = j + k/2 \) reside on the same processor.

Example 3.13  Let \( n = 8 \) and \( p = 2 \) and assume that \( x \) is cyclically distributed. Stage \( k = 8 \) of the FFT algorithm is a multiplication of \( x = x(0: 7) \) with

\[
B_8 = \begin{bmatrix}
1 & . & . & 1 & . & . & . \\
. & 1 & . & . & \omega & . & . \\
. & . & 1 & . & \omega^2 & . & . \\
. & . & . & 1 & . & \omega^3 & . \\
1 & . & . & -1 & . & . & . \\
. & 1 & . & . & -\omega & . & . \\
. & . & 1 & . & -\omega^2 & . & . \\
. & . & . & 1 & . & -\omega^3 & . \\
\end{bmatrix},
\]

where \( \omega = \omega_8 = e^{-\pi i/4} = (1 - i)/\sqrt{2} \). The component pairs \( (x_0, x_4) \) and \( (x_2, x_6) \) are combined on \( P(0) \), whereas the pairs \( (x_1, x_5) \) and \( (x_3, x_7) \) are combined on \( P(1) \).

Now, a parallelization strategy emerges: start with the block distribution and finish with the cyclic distribution. If \( p \leq n/p \) (i.e. \( p \leq \sqrt{n} \)), then these two distributions suffice for the butterflies: we need to redistribute only once and we can do this at any desired time after stage \( p \) but before stage \( 2n/p \). If \( p > n/p \), however, we are lucky to have so many processors to solve such a small problem, but we are unlucky in that we have to use more distributions. For the butterflies of size \( n/p < k \leq p \), we need one or more intermediates between the block and cyclic distribution.
The **group-cyclic distribution** with cycle $c$ is defined by the mapping

$$x_j \mapsto P\left(\left(j\ \text{div} \ \left\lceil \frac{cn}{p} \right\rceil \right) c + \left(j\ \text{mod} \ \left\lceil \frac{cn}{p} \right\rceil \right) \text{mod} \ c\right), \quad \text{for } 0 \leq j < n. \quad (3.31)$$

This distribution is defined for every $c$ with $1 \leq c \leq p$ and $p \text{ mod } c = 0$. It first splits the vector $\mathbf{x}$ into blocks of size $\left\lceil \frac{cn}{p} \right\rceil$, and then assigns each block to a group of $c$ processors using the cyclic distribution. Note that for $c = 1$ this reduces to the block distribution, see (1.6), and for $c = p$ to the cyclic distribution, see (1.5). In the special case $n \text{ mod } p = 0$, the group-cyclic distribution reduces to

$$x_j \mapsto P\left(\left(j\ \text{div} \ \frac{cn}{p} \right) c + j \text{mod} \ c\right), \quad \text{for } 0 \leq j < n. \quad (3.32)$$

This case is relevant for the FFT, because $n$ and $p$ are both powers of two. Figure 3.4 illustrates the group-cyclic distribution for $n = 8$ and $p = 4$. The group-cyclic distribution is a new generalization of the block and cyclic distributions; note that it differs from the block-cyclic distribution introduced earlier,

$$x_j \mapsto P((j\ \text{div } b) \text{ mod } p), \quad \text{for } 0 \leq j < n, \quad (3.33)$$

where $b$ is the block size.

In the FFT case, $n$ and $p$ and hence $c$ are powers of two and we can write each global index $j$ as the sum of three terms,

$$j = j_2 \frac{cn}{p} + j_1 c + j_0, \quad (3.34)$$

![Figure 3.4](image-url)

**Fig. 3.4.** Group-cyclic distribution with cycle $c$ of a vector of size eight over four processors. Each cell represents a vector component; the number in the cell and the greyshade denote the processor that owns the cell. The processors are numbered 0, 1, 2, 3. (a) $c = 1$; (b) $c = 2$; and (c) $c = 4$. 


where $0 \leq j_0 < c$ and $0 \leq j_1 < n/p$. The processor that owns the component $x_j$ in the group-cyclic distribution with cycle $c$ is $P(j_2c + j_0)$; the processor allocation is not influenced by $j_1$. As always, the components are stored locally in order of increasing global index. Thus $x_j$ ends up in local position $j = j_1 = (j \mod cn/p) \div c$ on processor $P(j_2c + j_0)$. (The relation between global and local indices is explained in Fig. 1.9.)

To make a butterfly of size $k$ local in the group-cyclic distribution with cycle $c$, two constraints must be satisfied. First, the butterfly block $x(rk: rk + k - 1)$ should fit completely into one block of size $cn/p$, which is assigned to a group of $c$ processors. This is guaranteed if $k \leq cn/p$. Second, $k/2$ must be a multiple of the cycle $c$, so that the components $x_{j_1}$ and $x_{j_2}$ with $j_2 = j + k/2$ reside on the same processor from the group. This is guaranteed if $k/2 \geq c$. As a result, we find that a butterfly of size $k$ is local in the group-cyclic distribution with cycle $c$ if $2c \leq k \leq \frac{n}{p}c$. \hspace{1cm} (3.35)

This result includes as a special case our earlier results for the block and cyclic distributions. In Fig. 3.4(a), it can be seen that for $c = 1$ butterflies of size $k = 2$ are local, since these combine pairs $(x_j, x_{j+1})$. In Fig. 3.4(b) this can be seen for $c = 2$ and pairs $(x_j, x_{j+2})$, and in Fig. 3.4(c) for $c = 4$ and pairs $(x_j, x_{j+4})$. In this particular example, the range of (3.35) consists of only one value of $k$, namely $k = 2c$.

A straightforward strategy for the parallel FFT is to start the butterflies with the group-cyclic distribution with cycle $c = 1$, and continue as long as possible with this distribution, that is, in stages $k = 2, 4, \ldots, n/p$. At the end of stage $n/p$, the vector $x$ is redistributed into the group-cyclic distribution with cycle $c = n/p$, and then stages $k = 2n/p, 4n/p, \ldots, n^2/p^2$ are performed. Then $c$ is again multiplied by $n/p$, $x$ is redistributed, stages $k = 2n^2/p^2, 4n^2/p^2, \ldots, n^3/p^3$ are performed, and so on. Since $n/p \geq 2$, the value of $c$ increases monotonically. When multiplying $c$ by $n/p$ would lead to a value $c = (n/p)^{t} \geq p$, the value of $c$ is set to $c = p$ instead and the remaining stages $2(n/p)^{t}, \ldots, n$ are performed in the cyclic distribution.

Until now, we have ignored the bit reversal preceding the butterflies. The bit reversal is a permutation, which in general requires communication. We have been liberal in allowing different distributions in different parts of our algorithm, so why not use different distributions before and after the bit reversal? This way, we might be able to avoid communication.

Let us try our luck and assume that we have the cyclic distribution before the bit reversal. This is the preferred starting distribution of the overall computation, because it is the distribution in which the FFT computation ends. It is advantageous to start and finish with the same distribution, because then it is easy to apply the FFT repeatedly. This would make it possible, for instance, to execute a parallel inverse FFT by using the parallel forward FFT with conjugated weights; this approach is based on the property $F_{n}^{-1} = \overline{F}_{n}/n$. 

Consider a component \( x_j \) with index \( j = (b_{m-1} \cdots b_0)_2 \) of a cyclically distributed vector \( \mathbf{x} \). This component is stored on processor \( P((b_{q-1} \cdots b_0)_2) \) in location \( j = (b_{m-1} \cdots b_q)_2 \). In other words, the least significant \( q \) bits of \( j \) determine the processor number and the most significant \( m - q \) bits the local index. Since our aim is to achieve a global bit reversal, it seems natural to start with a local bit reversal; this reverses already part of the bits and it does not incur communication. The local bit reversal moves \( x_j \) into local position \( (b_q \cdots b_{m-1})_2 \), which consists of the least significant \( m - q \) bits of the global destination index \( \rho_n(j) = (b_0 \cdots b_{m-1})_2 \). The least significant \( m - q \) bits also happen to be those that determine the local position in the block distribution. Therefore, the local position would be correct if we declared the distribution to be by blocks. Unfortunately, the processor would still be wrong: in the block distribution after the global bit reversal, the original \( x_j \) should find itself in processor \( P(b_0 \cdots b_{q-1}) \), determined by the most significant \( q \) bits of the destination index \( (b_0 \cdots b_{m-1})_2 \), but of course \( x_j \) did not leave the original processor \( P((b_{q-1} \cdots b_0)_2) \). Note that the correct processor number is the bit-reverse of the actual processor number. Therefore, we call the current distribution after the local bit reversal the box distribution with bit-reversed processor numbering.

Can we use the current distribution instead of the block distribution for the first set of butterflies, with size \( k = 2, 4, \ldots, n/p \)? We have to check whether these butterflies remain local when using the block distribution with bit-reversed processor numbering. Fortunately, for these \( k \), every processor carries out exactly the same operations, but on its own data. This is because \( k \leq n/p \), so that every butterfly block fits completely into a processor block. As a consequence, the processor renumbering does not affect the local computations. At the first redistribution, the vector is moved into the standard group-cyclic distribution without bit-reversed processor numbering, and then the algorithm returns to the original strategy outlined above.

By a stroke of luck, we now have a complete parallel FFT algorithm that starts and ends with the same distribution, the cyclic distribution, and that performs only a limited number of redistributions. The result is given as Algorithm 3.3. In stage \( k \) of the algorithm, there are \( n/k \) butterfly blocks, so that each of the \( p/c \) processor groups handles \( n\text{blocks} = (n/k) / (p/c) \) blocks. Each processor of a group participates in the computations of every block of its group. A boolean variable \( \text{rev} \) is used which causes a reversal of the processor number during the first redistribution.

The redistribution function used in Algorithm 3.3 is given as Algorithm 3.4. This function puts every component \( x_j \) in the destination processor determined by the new distribution with cycle \( c \). We do not specify where exactly in the destination processor the component \( x_j \) is placed. Strictly speaking this has nothing to do with the distribution; rather, it is related to the data structure used to store the local values. (Still, our convention that components are ordered locally by increasing global index determines the local
Algorithm 3.3. Parallel FFT algorithm for processor $P(s)$.

input: $x$: vector of length $n = 2^m$, $m \geq 1$, $x = x_0$,
       distr($x$) = cyclic over $p = 2^q$ processors with $0 \leq q < m$.

output: $x$: vector of length $n$, distr($x$) = cyclic, such that $x = F_n x_0$.

\[
\text{bitrev}(x(s, p: n - 1), n/p); \\
\{ \text{distr}(x) = \text{block with bit-reversed processor numbering} \}
\]

\[
k := 2; \\
c := 1; \\
\text{rev} := \text{true};
\]

while $k \leq n$ do

(0)

\[
\text{j}_0 := s \mod c; \\
\text{j}_2 := s \div c;
\]

while $k \leq \frac{n}{p}c$ do

\[
nblocks := \frac{nc}{kp};
\]

for $r := j_2 \cdot nblocks$ to $(j_2 + 1) \cdot nblocks - 1$ do

\[
\{ \text{Compute local part of } x(rk: (r + 1)k - 1) \}
\]

\[
\text{for } j := j_0 \text{ to } \frac{k}{2} - 1 \text{ step } c \text{ do}
\]

\[
\tau := \omega_k^{j} x_{rk+j+k/2}; \\
x_{rk+j+k/2} := x_{rk+j} - \tau; \\
x_{rk+j} := x_{rk+j} + \tau;
\]

\[
k := 2k;
\]

if $c < p$ then

\[
c_0 := c; \\
c := \min(\frac{n}{p}c, p);
\]

\[
\text{redistr}(x, n, p, c_0, c, \text{rev}); \\
\text{rev} := \text{false}; \\
\{ \text{distr}(x) = \text{group-cyclic with cycle } c \}
\]

(1)

index, $(j \mod cn/p) \div c$, as we saw above, and this will be used later in
the implementation.) We want the redistribution to work also in the trivial
case $p = 1$, and therefore we need to define $\rho_1$; the definition in Theorem 3.10
omitted this case. By convention, we define $\rho_1$ to be the identity permutation
of length one, which is the permutation that reverses zero bits.

Finally, we determine the cost of Algorithm 3.3. First, we consider the
synchronization cost. Each iteration of the main loop has two supersteps: a
computation superstep that computes the butterflies and a communication
superstep that redistributes the vector $x$. The computation superstep of the
first iteration also includes the local bit reversal. The last iteration, with $c = p$,
does not perform a redistribution any more. The total number of iterations
equals $t + 1$, where $t$ is the smallest integer such that $(n/p)^t \geq p$. By taking the
\[
\log_2 \text{ of both sides and using } m = 2^n \text{ and } p = 2^q, \text{ we see that this inequality}
\]
Algorithm 3.4. Redistribution from group-cyclic distribution with cycle $c_0$ to cycle $c_1$ for processor $P(s)$.

**input:** $x$: vector of length $n = 2^m$, $m \geq 0$,  
$distr(x) = $ group-cyclic with cycle $c_0$ over $p = 2^q$  
processors with $0 \leq q \leq m$.  
If $rev$ is true, the processor numbering is bit-reversed,  
otherwise it is standard.  

**output:** $x$: vector of length $n$, $distr(x) = $ group-cyclic with cycle $c_1$  
with standard processor numbering.  

**function call:** redistr($x, n, p, c_0, c_1, rev$);

1. if $rev$ then  
   $j_0 := \rho_p(s) \text{ mod } c_0$;  
   $j_2 := \rho_p(s) \text{ div } c_0$;

else  
   $j_0 := s \text{ mod } c_0$;  
   $j_2 := s \text{ div } c_0$;

for $j := j_2 \cdot \frac{cn}{p} + j_0 \text{ to } (j_2 + 1) \cdot \frac{cn}{p} - 1 \text{ step } c_0 \text{ do}$

   $dest := (j \text{ div } \frac{cn}{p})c_1 + j \text{ mod } c_1$;
   put $x_j$ in $P(dest)$;

is equivalent to $t \geq q/(m - q)$, so that $t = [q/(m - q)]$. Therefore, the total synchronization cost is

$$T_{sync} = \left(2 \left\lfloor \frac{q}{m - q} \right\rfloor + 1 \right)l. \quad (3.36)$$

Second, we examine the communication cost. Communication occurs only within the redistribution, where in the worst case all $n/p$ old local vector components are sent away, and $n/p$ new components are received from another processor. Each vector component is a complex number, which consists of two real numbers. The redistribution is therefore a $2n/p$-relation. (The cost is actually somewhat lower than $2ng/p$, because certain data remain local. For example, component $x_0$ remains on $P(0)$ in all group-cyclic distributions, even when the processor numbering is bit-reversed. This is a small effect, which we can neglect.) Thus, the communication cost is

$$T_{comm} = \left\lfloor \frac{q}{m - q} \right\rfloor \cdot \frac{2n}{p}g. \quad (3.37)$$

Third, we focus on the computation cost. Stage $k$ handles $nblocks = \frac{nc}{(kp)}$ blocks, each of size $k$. Each processor handles a fraction $1/c$ of the $k/2$ component pairs in a block. Each pair requires a complex multiplication,
addition, and subtraction, that is, a total of 10 real flops. We do not count
indexing arithmetic, nor the computation of the weights. As a consequence,
the total number of flops per processor in stage $k$ equals $(nc/(kp)) \cdot (k/(2c)) \cdot 10 = 5n/p$. Since there are $m$ stages, the computation cost is

$$T_{\text{comp}} = 5mn/p. \quad (3.38)$$

The total BSP cost of the algorithm as a function of $n$ and $p$ is obtained by
summing the three costs and substituting $m = \log_2 n$ and $q = \log_2 p$, giving

$$T_{\text{FFT}} = \frac{5n \log_2 n}{p} + 2 \cdot \left[ \frac{\log_2 p}{\log_2(n/p)} \right] \cdot \frac{n}{p} g + \left( 2 \left[ \frac{\log_2 p}{\log_2(n/p)} \right] + 1 \right) l. \quad (3.39)$$

As you may know, budgets for the acquisition of parallel computers are
often tight, but you, the user of a parallel computer, may be insatiable in your
computing demands. In that case, $p$ remains small, $n$ becomes large, and you
may find yourself performing FFTs with $1 < p \leq \sqrt{n}$. The good news is
that then you only need one communication superstep and two computation
supersteps. The BSP cost of the FFT reduces to

$$T_{\text{FFT}, 1 < p \leq \sqrt{n}} = \frac{5n \log_2 n}{p} + 2 \frac{n}{p} g + 3l. \quad (3.40)$$

This happens because $p \leq \sqrt{n}$ implies $p \leq n/p$ and hence $\log_2 p \leq \log_2(n/p)$, so that the ceiling expression in (3.39) becomes one.

### 3.5 Weight reduction

The weights of the FFT are the powers of $\omega_n$ that are needed in the FFT
computation. These powers $1, \omega_n, \omega_n^2, \ldots, \omega_n^{n/2-1}$ are usually precomputed and
stored in a table, thus saving trigonometric evaluations when repeatedly using
the same power of $\omega_n$. This table can be reused in subsequent FFTs. In a
sequential computation, the table requires a storage space of $n/2$ complex
numbers, which is half the space needed for the vector $x$; such an overhead
is usually acceptable. For small $n$, the $O(n)$ time of the weight initializations
may not be negligible compared with the $5n \log_2 n$ flops of the FFT itself.
The reason is that each weight computation requires the evaluation of two
trigonometric functions,

$$\omega_n^j = \cos \frac{2\pi j}{n} - i \sin \frac{2\pi j}{n}, \quad (3.41)$$

which typically costs about five flops per evaluation [151] in single precision
and perhaps ten flops in double precision.

The precomputation of the weights can be accelerated by using symmetries.
For example, the property

$$\omega_n^{n/2-j} = -\overline{\omega_n^j} \quad (3.42)$$
implies that only the weights $\omega^j_n$ with $0 \leq j \leq n/4$ have to be computed. The remaining weights can then be obtained by negation and complex conjugation, which are cheap operations. Symmetry can be exploited further by using the property
\[
\omega^{n/4-j}_n = -i(\omega^j_n),
\] (3.43)
which is also cheap to compute. The set of weights can thus be computed by eqn (3.41) with $0 \leq j \leq n/8$, eqn (3.43) with $0 \leq j < n/8$, and eqn (3.42) with $0 < j < n/4$. This way, the initialization of the $n/2$ weights in double precision costs about $2 \cdot 10 \cdot n/8 = 2.5n$ flops.

An alternative method for precomputation of the weights is to compute the powers of $\omega_n$ by successive multiplication, computing $\omega_{2n}^2 = \omega_n \cdot \omega_n$, $\omega_{3n}^3 = \omega_n \cdot \omega_{2n}^2$, and so on. Unfortunately, this propagates roundoff errors and hence produces less accurate weights and a less accurate FFT. This method is not recommended [187].

In the parallel case, the situation is more complicated than in the sequential case. For example, in the first iteration of the main loop of Algorithm 3.3, $c = 1$ and hence $j_0 = 0$ and $j_2 = s$, so that all processors perform the same set of butterfly computations, but on different data. Each processor performs an unordered sequential FFT of length $n/p$ on its local part of $x$. This implies that the processors need the same weights, so that the weight table for these butterflies must be replicated, instead of being distributed. The local table should at least contain the weights $\omega_{n/p}^j = \omega_{n/p}^{jp}$, $0 \leq j < n/(2p)$, so that the total memory used by all processors for this iteration alone is already $n/2$ complex numbers. Clearly, in the parallel case care must be taken to avoid excessive memory use and initialization time.

A brute-force approach would be to store on every processor the complete table of all $n/2$ weights that could possibly be used during the computation. This has the disadvantage that every processor has to store almost the same amount of data as needed for the whole sequential problem. Therefore, this approach is not scalable in terms of memory usage. Besides, it is also unnecessary to store all weights on every processor, since not all of them are needed. Another disadvantage is that the $2.5n$ flops of the weight initializations can easily dominate the $(5n \log_2 n)/p$ flops of the FFT itself.

At the other extreme is the simple approach of recomputing the weights whenever they are needed, thus discarding the table. This attaches a weight computation of about 20 flops to the 10 flops of each pairwise butterfly operation, thereby approximately tripling the total computing time. This approach wastes a constant factor in computing time, but it is scalable in terms of memory usage.

Our main aim in this section is to find a scalable approach in terms of memory usage that adds few flops to the overall count. To achieve this, we try to find structure in the local computations of a processor and to express them by using sequential FFTs. This has the additional benefit that we can make
use of the tremendous amount of available sequential FFT software, including highly tuned programs provided by computer vendors for their hardware.

The **generalized discrete Fourier transform** (GDFT) [27] is defined by

\[
y_k = \sum_{j=0}^{n-1} x_j \omega_n^{j(k+\alpha)}, \quad \text{for } 0 \leq k < n,
\]

where \(\alpha\) is a fixed real parameter, not necessarily an integer, which represents a frequency shift. (For instance, taking \(\alpha = -1\) shifts the components \((y_0, \ldots, y_{n-1})\) of a standard DFT into \((y_{n-1}, y_0, y_1, \ldots, y_{n-2})\).) For \(\alpha = 0\), the GDFT becomes the DFT. The GDFT can be computed by a fast algorithm, called GFFT, which can be derived in the same way as we did for the FFT. We shall give the main results of the derivation in the generalized case, but omit the proofs.

The sum in the GDFT definition (3.44) can be split into even and odd components, giving

\[
y_k = \sum_{j=0}^{n/2-1} x_{2j} \omega_n^{j(k+\alpha)} + \omega_n^{k+\alpha} \sum_{j=0}^{n/2-1} x_{2j+1} \omega_n^{j(k+\alpha)}, \quad \text{for } 0 \leq k < n/2,
\]

and

\[
y_{k+n/2} = \sum_{j=0}^{n/2-1} x_{2j} \omega_n^{j(k+\alpha)} - \omega_n^{k+\alpha} \sum_{j=0}^{n/2-1} x_{2j+1} \omega_n^{j(k+\alpha)}, \quad \text{for } 0 \leq k < n/2.
\]

These equations can be converted to matrix notation by defining the \(n \times n\) **generalized Fourier matrix** \(F_n^\alpha\) with parameter \(\alpha\),

\[
(F_n^\alpha)_{jk} = \omega_n^{j(k+\alpha)}, \quad \text{for } 0 \leq j, k < n,
\]

the \(n \times n\) diagonal matrix

\[
\Omega_n^\alpha = \text{diag}(\omega_n^{2\alpha}, \omega_n^{1+\alpha}, \omega_n^{2+\alpha}, \ldots, \omega_n^{n-1+\alpha}),
\]

and the \(n \times n\) **generalized butterfly matrix**

\[
B_n^\alpha = \begin{bmatrix} I_{n/2} & \Omega_{n/2}^\alpha \\ I_{n/2} & -\Omega_{n/2}^\alpha \end{bmatrix}
\]

the decomposition

\[
F_n^\alpha = B_n^\alpha (I_2 \otimes F_n^\alpha) S_n.
\]

Repeatedly applying (3.50) until we reach the middle factor \(I_n \otimes F_1^\alpha = I_n\) yields the following generalization of Cooley and Tukey’s theorem.
Theorem 3.14  Let \( n \) be a power of two. Then

\[
F_n^\alpha = (I_1 \otimes B_n^\alpha)(I_2 \otimes B_{n/2}^\alpha)(I_4 \otimes B_{n/4}^\alpha) \cdots (I_{n/2} \otimes B_2^\alpha)R_n.
\]

Our ultimate goal is to express the local computations of the parallel FFT algorithm in terms of sequential FFTs, but for the moment we settle for less and try to express the computations of a superstep in terms of a GFFT with suitable \( \alpha \). For this moderate goal, we have to inspect the inner loops of Algorithm 3.3. The \( j \)-loop takes a local subvector \( x(rk + k/2 + j_0 : c : (r + 1)k - 1) \) of length \( k/(2c) \), multiplies it by the diagonal matrix

\[
diag(\omega_k^{j_0}, \omega_k^{c+j_0}, \omega_k^{2c+j_0}, \ldots, \omega_k^{k/2-c+j_0})
= diag(\omega_k^{j_0/c}, \omega_k^{1+j_0/c}, \omega_k^{2+j_0/c}, \ldots, \omega_k^{k/(2c)-1+j_0/c})
= \Omega_k^{j_0/c},
\]

and then adds it to the subvector \( x(rk+j_0 : c : rk+k/2-1) \), and also subtracts it. This means that a generalized butterfly \( B_k^{j_0/c} \) is performed on the local subvector \( x(rk + j_0 : c : (r + 1)k - 1) \). The \( r \)-loop takes care that the same generalized butterfly is performed for all \( nc/(kp) \) local subvectors. Thus, stage \( k \) in the group-cyclic distribution with cycle \( c \) computes

\[
(I_{nc/(kp)} \otimes B_{k/2}^{j_0/c}) \cdot x \left( j_2 \frac{nc}{p} + j_0 : c : (j_2 + 1) \frac{nc}{p} - 1 \right).
\]

A complete sequence of butterfly stages is a sequence of maximal length, \( k = 2c, 4c, \ldots, (n/p)c \). Such a sequence multiplies the local vector by

\[
(I_1 \otimes B_n^{j_0/c})(I_2 \otimes B_{n/2}^{j_0/c}) \cdots (I_{n/(2p)} \otimes B_2^{j_0/c}) = F_n^{j_0/c} R_{n/p},
\]

where the equality follows from Theorem 3.14. This implies that superstep (0) is equivalent to an unordered GFFT applied to the local vector, with shift parameter \( \alpha = j_0/c = (s \mod c)/c \).

One problem that remains is the computation superstep of the last iteration. This superstep may not perform a complete sequence of butterfly stages, in which case we cannot find a simple expression for the superstep. If, however, we would start with an incomplete sequence such that all the following computation supersteps perform complete sequences, we would have an easier task, because at the start \( c = 1 \) so that \( \alpha = 0 \) and we perform standard butterflies. We can then express a sequence of stages \( k = 2, 4, \ldots, k_1 \) by the matrix product

\[
(I_{n/(k_1p)} \otimes B_{k_1}) \cdots (I_{n/(4p)} \otimes B_4)(I_{n/(2p)} \otimes B_2)
= I_{n/(k_1p)} \otimes ((I_1 \otimes B_{k_1}) \cdots (I_{k_1/4} \otimes B_4)(I_{k_1/2} \otimes B_2))
= I_{n/(k_1p)} \otimes (F_{k_1} R_{k_1}).
\]
Algorithm 3.5. Restructured parallel FFT algorithm for processor $P(s)$.

**input:** $x$: vector of length $n = 2^m$, $m \geq 1$, $x = x_0$,
distr($x$) = cyclic over $p = 2^q$ processors with $0 \leq q < m$.

**output:** $x$: vector of length $n$, distr($x$) = cyclic, such that $x = F_n x_0$.

(0) bitrev($x(s; p: n-1), n/p$);
\{ distr($x$) = block with bit-reversed processor numbering \}

\[ t := \left\lceil \frac{\log_2 p}{\log_2 (n/p)} \right\rceil; \]
\[ k_1 := \frac{n}{(n/p)^t}; \]
\[ rev := true; \]
\[ \text{for } r := s \cdot \frac{n}{k_1 p} \text{ to } (s+1) \cdot \frac{n}{k_1 p} - 1 \text{ do } \]
\[ \text{UFFT}(x(rk_1: (r+1)k_1 - 1), k_1); \]
\[ c_0 := 1; \]
\[ c := k_1; \]
\[ \textbf{while } c \leq p \textbf{ do } \]
\[ (1) \text{ redistr} (x, n, p, c_0, c, rev); \]
\{ distr($x$) = group-cyclic with cycle $c$ \}
\[ (2) \text{ rev} := false; \]
\[ j_0 := s \mod c; \]
\[ j_2 := s \div c; \]
\[ \text{UGFFT}(x(j_2 \frac{nc}{p} + j_0; (j_2 + 1) \frac{nc}{p} - 1), n/p, j_0/c); \]
\[ c_0 := c; \]
\[ c := \frac{n}{p} c; \]

Now, superstep (0) of the first iteration is equivalent to $n/(k_1 p)$ times an unordered FFT applied to a local subvector of size $k_1$. Thus, we decide to restructure the main loop of our algorithm and use distributions with $c = 1, k_1, k_1(n/p), k_1(n/p)^2, \ldots, k_1(n/p)^{t-1} = p$, where $k_1 = n/(n/p)^t$ and $t = \left\lceil \frac{\log_2 p}{\log_2 (n/p)} \right\rceil$.

The resulting algorithm is given as Algorithm 3.5. The BSP cost of the algorithm is the same as that of Algorithm 3.3; the cost is given by eqn (3.39). The function UGFFT($x, n, \alpha$) performs an unordered GFFT with parameter $\alpha$ on a vector $x$ of length $n$. This function is identical to UFFT($x, n$), see Algorithm 3.2, except that the term $\omega^j_k$ in the inner loop is replaced by $\omega^{j+\alpha}_k$. Table 3.2 gives an example of the shift parameters $\alpha$ that occur in a particular parallel computation.

The advantage of the restructured algorithm is increased modularity: the algorithm is based on smaller sequential modules, namely unordered FFTs and GFFTs of size at most $n/p$. Thus, we can benefit from existing efficient
Table 3.2. Shift parameters $\alpha$ on eight processors for $n = 32$

<table>
<thead>
<tr>
<th>Iteration</th>
<th>$c$</th>
<th>$P(0)$</th>
<th>$P(1)$</th>
<th>$P(2)$</th>
<th>$P(3)$</th>
<th>$P(4)$</th>
<th>$P(5)$</th>
<th>$P(6)$</th>
<th>$P(7)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
<td>1/2</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>0</td>
<td>1/8</td>
<td>1/4</td>
<td>3/8</td>
<td>1/2</td>
<td>5/8</td>
<td>3/4</td>
<td>7/8</td>
</tr>
</tbody>
</table>

sequential implementations for these modules. For the FFT many implementations are available, see Section 3.8, but for the GFFT this is not the case. We are willing to accept a small increase in flop count if this enables us to use the FFT as the computational workhorse instead of the GFFT. We can achieve this by writing the GDFT as

$$y_k = \sum_{j=0}^{n-1} (x_j \omega_n^{j\alpha}) \omega_n^{jk}, \quad \text{for } 0 \leq k < n,$$

which can be viewed as a multiplication of $\mathbf{x}$ by an $n \times n$ diagonal twiddle matrix

$$T_n^\alpha = \text{diag}(1, \omega_n^{\alpha}, \omega_n^{2\alpha}, \ldots, \omega_n^{(n-1)\alpha}),$$

followed by a standard DFT. In matrix notation,

$$F_n^\alpha = F_n T_n^\alpha.$$  \hfill (3.56)

Twiddling with the data vector is a worthwhile preparation for the execution of the butterflies. The extra cost of twiddling is $n/p$ complex multiplications, or $6n/p$ real flops, in every computation superstep, except the first. This is usually much less than the $(5n/p) \log_2(n/p)$ flops of a computation superstep.

A slight complication arises because the twiddling relation (3.56) between the DFT and the GDFT is for ordered transforms, whereas we need unordered ones. Using the fact that $R_n = R_n^{-1}$, we can write the unordered GDFT as

$$F_n^\alpha R_n = F_n T_n^\alpha R_n = F_n R_n (R_n T_n^\alpha R_n) = (F_n R_n) \tilde{T}_n^\alpha.$$  \hfill (3.57)

Here, $\tilde{T}_n^\alpha = R_n T_n^\alpha R_n$ is the diagonal matrix obtained by permuting the diagonal entries of $T_n^\alpha$ according to $\rho_n$,

$$(\tilde{T}_n^\alpha)_{jj} = (T_n^\alpha)_{\rho_n(j), \rho_n(j)}, \quad \text{for } 0 \leq j < n,$$  \hfill (3.58)

cf. Lemma 2.5.
The maximum amount of memory space per processor used by Algorithm 3.5, expressed in reals, equals

\[ M_{\text{FFT}} = \left( 2 \cdot \left\lceil \frac{\log_2 p}{\log_2(n/p)} \right\rceil + 3 \right) \cdot \frac{n}{p}. \]  

(3.59)

This memory is needed for: \( n/p \) complex numbers representing \( x \); \( n/(2p) \) complex numbers representing the weights of an FFT of length \( n/p \); and \( n/p \) complex numbers representing a diagonal twiddle matrix, for each of the \( \lceil \log_2 p/\log_2(n/p) \rceil \) GFFTs performed by a processor.

The amount of memory required by the FFT has been reduced from \( O(n) \) to \( O((n \log_2 p)/(p \log_2(n/p))) \). To see whether the new memory requirement is ‘scalable’, we need to define precisely what we mean by this term. We call the memory requirements of a BSP algorithm scalable if the maximum memory space \( M(n,p) \) required per processor satisfies

\[ M(n,p) = O \left( \frac{M_{\text{seq}}(n)}{p} + p \right), \]  

(3.60)

where \( M_{\text{seq}}(n) \) is the memory space required by the sequential algorithm for an input size \( n \), and \( p \) is the number of processors. This definition allows for \( O(p) \) overhead, reflecting the philosophy that BSP algorithms are based on all-to-all communication supersteps, where each processor deals with \( p−1 \) others, and also reflecting the practice of current BSP implementations where each processor stores several arrays of length \( p \). (For example, each registration of a variable by the BSPlib primitive \texttt{bsp\_push\_reg} gives rise to an array of length \( p \) on every processor that contains the \( p \) addresses of the variable on all processors. Another example is the common implementation of a communication superstep where the number of data to be sent is announced to each destination processor before the data themselves are sent. This information needs to be stored in an array of length \( p \) on the destination processor.)

For \( p \leq n/p \), only one twiddle array has to be stored, so that the total memory requirement is \( M(n,p) = 5n/p \), which is scalable by the definition above. For \( p > n/p \), we need \( t−1 \) additional iterations each requiring a twiddle array. Fortunately, we can find a simple upper bound on the additional memory requirement, namely

\[ \frac{2(t−1)n}{p} = 2 \left( \frac{n}{p} + \frac{n}{p} + \cdots + \frac{n}{p} \right) \leq 2 \frac{n}{p} \cdot \frac{n}{p} \cdots \frac{n}{p} = 2 \left( \frac{n}{p} \right)^{t−1} = \frac{2p}{k_1} \leq p. \]  

(3.61)

Thus, the total memory use in this case is \( M(n,p) \leq 5n/p + p \), which is also scalable. We have achieved our initial aim.

Note that some processors may be able to use the same twiddle array in several subsequent supersteps, thus saving memory. An extreme case is \( P(0) \), which always has \( \alpha = 0 \) and in fact would need no twiddle memory. Processor
$P(p − 1)$, however, has $α = ((p − 1) \mod c)/c = (c − 1)/c = 1 − 1/c$, so that each time it needs a different twiddle array. We assume that all processors are equal in memory size (as well as in computing rate), so that it is not really worthwhile to save memory for some processors when this is not possible for the others, as in the present case. After all, this will not increase the size of the largest problem that can be solved. Also note that $P(0)$ can actually save the extra flops needed for twiddling, but this does not make the overall computation faster, because $P(0)$ still has to wait for the other processors to complete their work. The moral: stick to the SPMD style of programming and do not try to be clever saving memory space or computing time for specific processors.

3.6 Example function bspfft

This section presents the program text of the function bspfft, which is a straightforward implementation of Algorithm 3.5. This function was written to explain the implementation of the algorithm, and hence its formulation emphasizes clarity and brevity rather than efficiency, leaving room for further optimization (mainly in the computation part). Throughout, the data structure used to store a complex vector of length $n$ is a real array of size $2n$ with alternating real and imaginary parts, that is, with Re($x_j$) stored as $x[2 * j]$ and Im($x_j$) as $x[2 * j + 1]$. The function bspfft can also compute an inverse FFT, and it does this by performing all operations of the forward FFT with conjugated weights and scaling the output vector by $1/n$. Before we can use bspfft, the function bspfft_init must have been called to initialize three weight tables and two bit-reversal tables.

The function ufft is a faithful implementation of the UFFT function in Algorithm 3.2. The loop index runs through the range $j = 0, 2, \ldots, k − 2$, which corresponds to the range $j = 0, 1, \ldots, k/2 − 1$ in the algorithm; this is a consequence of the way complex vectors are stored. The function ufft_init initializes a weight table of $n/2$ complex weights $\omega^k_n$, $0 \leq k < n/2$, using eqns (3.41)–(3.43).

The function permute permutes a vector by a given permutation $\sigma$ that swaps component pairs independently; an example of such a permutation is the bit-reversal permutation $\rho_n$. This type of permutation has the advantage that it can be done in-place, requiring only two reals as extra storage but no additional temporary array. The condition $j < \sigma[j]$ ensures that the swap is executed only if the indices involved are different and that this is done only once per pair. Without the condition the overall effect of the function would be nil!

The function twiddle multiplies $x$ and $w$ componentwise, $x_j := w_j x_j$, for $0 \leq j < n$. The function twiddle_init reveals the purpose of twiddle: $w$ is the diagonal of the diagonal matrix $\tilde{T}^\alpha_n = R_n T_n^\alpha R_n$ for a given $\alpha$.

The bit-reversal initialization function bitrev_init fills an array rho with bit reverses of indices used in the FFT. Of course, the bit reverse of an index
can be computed when needed, saving the memory of \( \rho \), but this can be costly in computer time. In the local bit reversal, for instance, the reverse of \( n/p \) local indices is computed. Each reversal of an index costs of the order \( \log_2(n/p) \) integer operations. The total number of such operations is therefore of the order \( (n/p) \log_2(n/p) \), which for small \( p \) is of the same order as the \( (5n/p) \log_2 n \) floating-point operations of the butterfly computations. The fraction of the total time spent in the bit reversal could easily reach 20\%. This justifies using a table so that the bit reversal needs to be computed only once and its cost can be amortized over several FFTs. To reduce the cost also in case the FFT is called only once, we optimize the inner loop of the function by using bit operations on unsigned integers (instead of integer operations as used everywhere else in the program). To obtain the last bit \( b_i \) of the remainder \( (b_{m-1} \cdots b_i)_2 \), an ‘and’-operation is carried out with 1, which avoids the expensive modulo operation that would occur in the alternative formulation, \( \text{lastbit} = \text{rem} \% 2 \). After that, the remainder is shifted one position to the right, which is equivalent to \( \text{rem} /=2 \). It depends on the compiler and the chosen optimization level whether the use of explicit bit operations gives higher speed. (A good compiler will make such optimizations superfluous!) In my not so humble opinion, bit operations should only be used sparingly in scientific computation, but here is an instance where there is a justification.

The function \( k1\text{-init} \) computes \( k_1 \) from \( n,p \) by finding the first \( c = \left(\frac{n}{p}\right)^t \geq p \). Note that the body of the \( c \)-loop consists of an empty statement, since we are only interested in the final value of the counter \( c \). The counter \( c \) takes on \( t+1 \) values, which is the number of iterations of the main loop of the FFT. As a consequence, \( k_1 (n/p)^t = n \) so that \( k_1 = n/c \).

The function \( \text{bspredistr} \) redistributes the vector \( x \) from group-cyclic distribution with cycle \( c_0 \) to the group-cyclic distribution with cycle \( c_1 \), for a ratio \( c_1/c_0 \geq 1 \), as illustrated in Fig. 3.5. (We can derive a similar redistribution function for \( c_1/c_0 < 1 \), but we do not need it.) The function is an implementation of Algorithm 3.4, but with one important optimization (I could not resist the temptation!): vector components to be redistributed are sent in blocks, rather than individually. This results in blocks of \( nc_0/(pc_1) \) complex numbers. If \( nc_0 < pc_1 \), components are sent individually. The aim is, of course, to reach a communication rate that corresponds to optimistic values of \( g \), see Section 2.6.

The parallel FFT, like the parallel LU decomposition, is a regular parallel algorithm, for which the communication pattern can be predicted exactly, and each processor can determine exactly where every communicated data element goes. In such a case, it is always possible for the user to combine data for the same destination in a block, or packet, and communicate them using one put operation. In general, this requires packing at the source processor and unpacking at the destination processor. No identifying information needs to be sent together with the data since the receiver knows their meaning. (In
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Fig. 3.5. Redistribution from group-cyclic distribution with cycle $c_0 = 2$ to cycle $c_1 = 4$ for a vector of size $n = 16$. The number of processors is $p = 4$. Each cell represents a vector component; the number in the cell and the greyshade denote the processor that owns the cell. The processors are numbered 0,1,2,3. The array indices are global indices. The initial distribution has two blocks of size eight; the final distribution has one block of size 16. The arrows show a packet sent by $P(0)$ to $P(2)$.

contrast, for certain irregular algorithms, sending such information cannot be avoided, in which case there is no advantage in packaging by the user and this is better left up to the BSP system. If, furthermore, the size of the data items is small compared with the identifying information, we must sadly communicate at a rate corresponding to pessimistic values of $g$.)

To perform the packing, we have to answer the question: which vector components move to the same processor? Consider two components, $x_j$ and $x_{j'}$, that reside on the same processor in the old distribution with cycle $c_0$. Obviously, these components are in the same block of size $nc_0/p$ handled by a group of $c_0$ processors. Because $c_0 \leq c_1$, the block size increases on moving to the new distribution, or stays the same, and because $n, p, c_0, c_1$ are powers of two, each block of the old distribution fits entirely in a block of the new distribution. Thus, $x_j$ and $x_{j'}$ will automatically be in the same new block of size $nc_1/p$ handled by a group of $c_1$ processors. Furthermore, they will be on the same processor in the new distribution if and only if $j$ and $j'$ differ by a multiple of $c_1$. Using eqn (3.34) with $c = c_0$ for $j$ and $j'$, and noting that $j_0 = j'_0$ and $j_2 = j'_2$ because these indices depend only on the processor number, we see that this is equivalent to $j_1 c_0$ and $j'_1 c_0$ differing a multiple of $c_1$, that is, $j_1$ and $j'_1$ differing a multiple of ratio $= c_1/c_0$. Thus we can pack components with local indices $j, j + \text{ratio}, j + 2 * \text{ratio}, \ldots$, into a temporary array and then put all of these together, as a packet, into the destination processor, which is determined by component $j$. The destination index must be chosen such that two different processors do no write into the same memory location. In general, this can be done by assigning on each receiving processor a piece of memory for each of the other processors. Because of the regularity, the starting point and size of such a location can be computed by the source processor. Since this computation is closely related to the unpacking, we shall treat it together with that operation.
To perform the unpacking, we have to move data from the location they were put into, to their final location on the same processor. Let \( x_j \) and \( x_j' \) be two adjacent components in a packet, with \( j' = j + \text{ratio} \), and hence \( j' = j + (c_1/c_0)c_0 = j + c_1 \). Since these components are in the same new block, and their global indices differ by \( c_1 \), their new local indices differ by one, \( j' = j + 1 \). We are lucky: if we put \( x_j \) into its final location, and the next component of the packet into the next location, and so on, then all components of the packet immediately reach their final destination. In fact, this means that we do not have to unpack!

The function \texttt{bspfft} performs the FFT computation itself. It follows Algorithm 3.5 and contains no surprises. The function \texttt{bspfft\_init} initializes all tables used. It assumes that a suitable amount of storage has been allocated for the tables in the calling program. For the twiddle weights, this amount is \( 2n/p + p \) reals, cf. eqn (3.61).

The program text is:

```c
#include "bspedupack.h"

/****************** Sequential functions **********************/
void ufft(double *x, int n, int sign, double *w){
    /* This sequential function computes the unordered discrete Fourier transform of a complex vector x of length n, stored in a real array of length 2n as pairs (Re x[j], Im x[j]), 0 <= j < n. n=2^m, m >= 0.
     * If sign = 1, then the forward unordered dft FRx is computed;
     * if sign =-1, the backward unordered dft conjg(F)Rx is computed,
     * where F is the n by n Fourier matrix and R the n by n bit-reversal matrix. The output overwrites x.
     * w is a table of n/2 complex weights, stored as pairs of reals, exp(-2*pi*i*j/n), 0 <= j < n/2,
     * which must have been initialized before calling this function.
     */
    int k, nk, r, rk, j, j0, j1, j2, j3;
    double wr, wi, taur, taui;
    for(k=2; k<=n; k *=2){
        nk= n/k;
        for(r=0; r<nk; r++){
            rk= 2*r*k;
            for(j=0; j<k; j +=2){
                wr= w[j*nk];
                if (sign==1) {
                    wi= w[j*nk+1];
                } else {
                    wi= -w[j*nk+1];
                }
                j0= rk+j;
            }
        }
    }
}
```

THE FAST FOURIER TRANSFORM
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j1 = j0 + 1;
j2 = j0 + k;
j3 = j2 + 1;
taur = wr*x[j2] - wi*x[j3];
tau1 = wi*x[j2] + wr*x[j3];
x[j2] = x[j0] - taur;
x[j3] = x[j1] - tau1;
x[j0] += taur;
x[j1] += tau1;
}
}
}
} /* end ufft */

void ufft_init(int n, double *w){

    /* This function initializes the n/2 weights to be used
       in a sequential radix-2 FFT of length n.
       n=2^m, m >= 0.
       w is a table of n/2 complex weights, stored as pairs of reals,
       exp(-2*pi*i*j/n), 0 <= j < n/2.
    */

    int j, n4j, n2j;
double theta;

    if (n==1)
        return;
    theta = -2.0 * M_PI / (double)n;
w[0] = 1.0;
w[1] = 0.0;
    if (n==4){
        w[2] = 0.0;
w[3] = -1.0;
    } else if (n>=8) {
        /* weights 1 .. n/8 */
        for(j=1; j<n/8; j++){
            w[2*j] = cos(j*theta);
w[2*j+1] = sin(j*theta);
        }
        /* weights n/8+1 .. n/4 */
        for(j=0; j<n/8; j++){
            n4j = n/4 - j;
w[2*n4j] = -w[2*j+1];
w[2*n4j+1] = -w[2*j];
        }
        /* weights n/4+1 .. n/2-1 */
        for(j=1; j<n/4; j++){
            n2j = n/2 - j;
w[2*n2j] = -w[2*j];
w[2*n2j+1] = w[2*j+1];
        }
    }
void twiddle(double *x, int n, int sign, double *w) {
    /* This sequential function multiplies a complex vector x of length n, stored as pairs of reals, componentwise by a complex vector w of length n, if sign=1, and by \text{conjg}(w), if sign=-1. The result overwrites x. */
    int j, j1;
    double wr, wi, xr, xi;
    for (j = 0; j < 2 * n; j += 2) {
        j1 = j + 1;
        wr = w[j];
        if (sign == 1) {
            wi = w[j1];
        } else {
            wi = -w[j1];
        }
        xr = x[j];
        xi = x[j1];
        x[j] = wr * xr - wi * xi;
        x[j1] = wi * xr + wr * xi;
    }
} /* end twiddle */

void twiddle_init(int n, double alpha, int *rho, double *w) {
    /* This sequential function initializes the weight table w to be used in twiddling with a complex vector of length n, stored as pairs of reals.
    \( n = 2^m, m \geq 0. \)
    alpha is a real shift parameter.
    rho is the bit-reversal permutation of length n, which must have been initialized before calling this function.
    The output w is a table of n complex values, stored as pairs of reals,
    \( \exp(-2\pi i \rho(j) \alpha/n), 0 \leq j < n. \)
    */
    int j;
    double theta;
    theta = -2.0 * M_PI * alpha / (double)n;
    for (j = 0; j < n; j++) {
        w[2 * j] = cos(rho[j] * theta);
        w[2 * j + 1] = sin(rho[j] * theta);
    }
} /* end twiddle_init */
void permute(double *x, int n, int *sigma){

    /* This in-place sequential function permutes a complex vector x
     of length n >= 1, stored as pairs of reals, by the permutation sigma,
     y[j] = x[sigma[j]], 0 <= j < n.
     The output overwrites the vector x.
     sigma is a permutation of length n that must be decomposable
     into disjoint swaps.
     */

    int j, j0, j1, j2, j3;
    double tmpr, tmpi;

    for(j=0; j<n; j++){
        if (j<sigma[j]){ /* swap components j and sigma[j] */
            j0= 2*j;
            j1= j0+1;
            j2= 2*sigma[j];
            j3= j2+1;
            tmpr= x[j0];
            tmpi= x[j1];
            x[j0]= x[j2];
            x[j1]= x[j3];
            x[j2]= tmpr;
            x[j3]= tmpi;
        }
    }
} /* end permute */

void bitrev_init(int n, int *rho){

    /* This function initializes the bit-reversal permutation rho
     of length n, with n=2^m, m >= 0.
     */

    int j;
    unsigned int n1, rem, val, k, lastbit, one=1;

    if (n==1){
        rho[0]= 0;
        return;
    }

    n1= n;
    for(j=0; j<n; j++){ /* j= (b(m-1), ... ,b1,b0) in binary */
        rem= j;
        for (k=1; k<n1; k <<= 1){
            lastbit= rem & one; /* lastbit = b(i) with i= log2(k) */
            rem >>= 1; /* rem = (b(m-1), ... , b(i+1)) */
        }
    }
}
val <<= 1;
val |= lastbit; /* val = (b0, ... , b(i)) */
}
    rho[j]= (int)val;
}
} /* end bitrev_init */

/**************************** Parallel functions *****************************/
int k1_init(int n, int p){

/* This function computes the largest butterfly size k1 of the first 
   superstep in a parallel FFT of length n on p processors with p < n.  */

int np, c, k1;

np= n/p;
for(c=1; c<p; c *=np) ;
k1= n/c;

return k1;
} /* end k1_init */

void bspredistr(double *x, int n, int p, int s, int c0, int c1, 
    char rev, int *rho_p){

/* This function redistributes the complex vector x of length n, 
   stored as pairs of reals, from group-cyclic distribution 
   over p processors with cycle c0 to cycle c1, where 
   c0, c1, p, n are powers of two with 1 <= c0 <= c1 <= p <= n. 
   s is the processor number, 0 <= s < p. 
   If rev=true, the function assumes the processor numbering 
   is bit reversed on input. 
   rho_p is the bit-reversal permutation of length p.  */

double *tmp;
int np, j0, j2, j, jglob, ratio, size, npackets, destproc, destindex, r;
np= n/p;
ratio= c1/c0;
size= MAX(np/ratio,1);
npackets= np/size;
tmp= vecallocd(2*size);

if (rev) {
    j0= rho_p[s]%c0;
    j2= rho_p[s]/c0;
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```c
} else {
    j0 = s%c0;
    j2 = s/c0;
}
for(j=0; j<npackets; j++){
    jglob = j2*c0*np + j*c0 + j0;
    destproc = (jglob/(c1*np))*c1 + jglob%c1;
    destindex = (jglob%(c1*np))/c1;
    for(r=0; r<size; r++){
        tmp[2*r] = x[2*(j+r*ratio)];
        tmp[2*r+1] = x[2*(j+r*ratio)+1];
    }
    bsp_put(destproc,tmp,x,destindex*2*SZDBL,size*2*SZDBL);
} bsp_sync();
vecfreed(tmp);
} /* end bspredistr */

void bspfft(double *x, int n, int p, int s, int sign, double *w0, double *w, double *tw, int *rho_np, int *rho_p){

    /* This parallel function computes the discrete Fourier transform
    of a complex array x of length n=2^m, m >= 1, stored in a real array
    of length 2n as pairs (Re x[j], Im x[j]), 0 <= j < n.
    x must have been registered before calling this function.
    p is the number of processors, p=2^q, 0 <= q < m.
    s is the processor number, 0 <= s < p.
    The function uses three weight tables:
    w0 for the unordered fft of length k1,
    w for the unordered fft of length n/p,
    tw for a number of twiddles, each of length n/p.
    The function uses two bit-reversal permutations:
    rho_np of length n/p,
    rho_p of length p.
    The weight tables and bit-reversal permutations must have been
    initialized before calling this function.
    If sign = 1, then the dft is computed,
    y[k] = sum j=0 to n-1 exp(-2*pi*i*k*j/n)*x[j], for 0 <= k < n.
    If sign = -1, then the inverse dft is computed,
    y[k] = (1/n) sum j=0 to n-1 exp(+2*pi*i*k*j/n)*x[j], for 0 <= k < n.
    Here, i=sqrt(-1). The output vector y overwrites x.
    */

    int np, k1, r, c0, c, ntw, j;
    double ninv;
    np = n/p;
    k1 = k1_init(n,p);
    permute(x,np,rho_np);
    rev = TRUE;
```

for (r = 0; r < np / k1; r++)
    ufft(&x[2*r*k1], k1, sign, w0);

c0 = 1;
ntw = 0;
for (c = k1; c <= p; c *= np){
    bspredistr(x, n, p, s, c0, c, rev, rho_p);
    rev = FALSE;
    twiddle(x, np, sign, &tw[2*ntw*np]);
    ufft(x, np, sign, w);
    c0 = c;
    ntw++;
}

if (sign == -1){
    ninv = 1 / (double)n;
    for (j = 0; j < 2*np; j++)
        x[j] *= ninv;
}
} /* end bspfft */

void bspfft_init(int n, int p, int s, double *w0, double *w, double *tw,
                 int *rho_np, int *rho_p){

    /* This parallel function initializes all the tables used in the FFT. */

    int np, k1, ntw, c;
    double alpha;

    np = n / p;
    bitrev_init(np, rho_np);
    bitrev_init(p, rho_p);

    k1 = k1_init(n, p);
    ufft_init(k1, w0);
    ufft_init(np, w);

    ntw = 0;
    for (c = k1; c <= p; c *= np){
        alpha = (s%c) / (double)(c);
        twiddle_init(np, alpha, rho_np, &tw[2*ntw*np]);
        ntw++;
    }
} /* end bspfft_init */

3.7 Experimental results on an SGI Origin 3800

In this section, we take a critical look at parallel computing. We discuss various ways of presenting experimental results, and we shall experience that things are not always what they seem to be.
The experiments of this section were performed on up to 16 processors of Teras, the national supercomputer in the Netherlands, located in Amsterdam. This Silicon Graphics Origin 3800 machine has 1024 processors and is the successor of the SGI Origin 2000 benchmarked in Section 1.7. The machine consists of six smaller subsystems, the largest of which has 512 processors. Each processor has a MIPS RS14000 CPU with a clock rate of 500 MHz and a theoretical peak performance of 1 Gflop/s, so that the whole machine has a peak computing rate of 1 Tflop/s. (The name Teras comes from this Teraflop/s speed, but also from the Greek word for ‘monster’, τερας.) Each processor has a primary data cache of 32 Kbyte, a secondary cache of 8 Mbyte, and a memory of 1 Gbyte. The machine is sometimes classified as a Cache Coherent Non-Uniform Memory Access (CC-NUMA) machine, which means that the user views a shared memory (where the cache is kept coherent—hence the CC) but that physically the memory is distributed (where memory access time is not uniform—hence the NUMA). The BSP architecture assumes uniform access time for remote memory, see Section 1.2, but it assumes faster access to local memory. BSP architectures can therefore be considered NUMA, but with a strict two-level memory hierarchy. (We always have to be careful when using the word ‘uniform’ and state precisely what it refers to.) As in the case of the Origin 2000, we ignore the shared-memory facility and use the Origin 3800 as a distributed-memory machine.

The Origin 3800 was transformed into a BSP computer by using version 1.4 of BSPlib. We compiled our programs using the standard SGI ANSI C-compiler with optimization flags switched on. These flags are -O3 for computation and -flibrary-level 2 bspfifo 10000 -fcombine-puts -fcombine-puts-buffer 256K,128M,4K for communication. The -fcombine-puts flag tells the compiler that puts must be combined, meaning that different messages from the same source to the same destination in the same superstep must be sent together in one packet. This saves time, but requires buffer memory. The -fcombine-puts-buffer 256K,128M,4K flag was added to change the default buffer sizes, telling the compiler that the buffer space available on each processor for combining put operations is \(2(p - 1) \times 256\) Kbyte, that is, a local send and receive buffer of 256 Kbyte for each of the remote processors. The flag also tells the compiler that no more than 128 Mbyte should be used for all buffers of all processors together and that combining puts should be switched off when this upper bound leads to less than 4 Kbyte buffer memory on each processor; this may happen for a large number of processors. We changed the default, which was tailored to the previous Origin 2000 machine, to use the larger memory available on the Origin 3800 and to prevent early switchoff.

The BSP parameters of the Origin 3800 obtained by bspbench for various values of \(p\) are given by Table 3.3. Note that \(g\) is fairly constant, but that \(l\) grows quickly with \(p\); this makes larger numbers of processors less useful for
Table 3.3. Benchmarked BSP parameters \( p, g, l \) and the time of a 0-relation for a Silicon Graphics Origin 3800. All times are in flop units \((r = 285 \text{ Mflop/s})\)

<table>
<thead>
<tr>
<th>( p )</th>
<th>( g )</th>
<th>( l )</th>
<th>( T_{\text{comm}}(0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>99</td>
<td>55</td>
<td>378</td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>5118</td>
<td>1414</td>
</tr>
<tr>
<td>4</td>
<td>99</td>
<td>12743</td>
<td>2098</td>
</tr>
<tr>
<td>8</td>
<td>126</td>
<td>32742</td>
<td>4947</td>
</tr>
<tr>
<td>16</td>
<td>122</td>
<td>93488</td>
<td>15766</td>
</tr>
</tbody>
</table>

Fig. 3.6. Time of a parallel FFT of length 262,144.

certain applications. For \( p = 16 \), the synchronization time is already about 100,000 flop units, or 0.3 ms.

For the benchmarking, we had to reduce the compiler optimization level from \(-O3\) to \(-O2\), because the aggressive compilation at level \(-O3\) removed part of the computation from the benchmark, leading to inexplicably high computing rates. At that level, we cannot fool the compiler any more about our true intention of just measuring computing speed. For the actual FFT timings, however, gains by aggressive optimization are welcome and hence the FFT measurements were carried out at level \(-O3\). Note that the predecessor of the Origin 3800, the Origin 2000, was benchmarked in Section 1.7 as having a computing rate \( r = 326 \text{ Mflop/s} \). This rate is higher than the 285 Mflop/s of
Table 3.4. Time $T_p(n)$ (in ms) of sequential and parallel FFT on $p$ processors of a Silicon Graphics Origin 3800

<table>
<thead>
<tr>
<th>$p$</th>
<th>Length $n$</th>
<th>4096</th>
<th>16 384</th>
<th>65 536</th>
<th>262 144</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (seq)</td>
<td>1.16</td>
<td>5.99</td>
<td>26.6</td>
<td>155.2</td>
<td></td>
</tr>
<tr>
<td>1 (par)</td>
<td>1.32</td>
<td>6.58</td>
<td>29.8</td>
<td>167.4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.06</td>
<td>4.92</td>
<td>22.9</td>
<td>99.4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.64</td>
<td>3.15</td>
<td>13.6</td>
<td>52.2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.18</td>
<td>2.00</td>
<td>8.9</td>
<td>29.3</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>8.44</td>
<td>11.07</td>
<td>9.9</td>
<td>26.8</td>
<td></td>
</tr>
</tbody>
</table>

the Origin 3800, which is partly due to the fact that the predecessor machine was used in dedicated mode, but it must also be due to artefacts from aggressive optimization. This should serve as a renewed warning about the difficulties of benchmarking.

Figure 3.6 shows a set of timing results $T_p(n)$ for an FFT of length $n = 262 144$. What is your first impression? Does the performance scale well? It seems that for larger numbers of processors the improvement levels off. Well, let me reveal that this figure represents the time of a theoretical, perfectly parallelized FFT, based on a time of 155.2 ms for $p = 1$. Thus, we conclude that presenting results in this way may deceive the human eye.

Table 3.4 presents the raw data of our time measurements for the program bspfft of Section 3.6. These data have to be taken with a grain of salt, since timings may suffer from interference by programs from other users (caused for instance by sharing of communication links). To get meaningful results, we ran each experiment three times, and took the best result, assuming that the corresponding run would suffer less from interference. Often we found that the best two timings were within 5% of each other, and that the third result was worse.

Figure 3.7 compares the actual measured execution time for $n = 262 144$ on an Origin 3800 with the ideal time. Note that for this large $n$, the measured time is reasonably close to the ideal time, except perhaps for $p = 16$.

The speedup $S_p(n)$ of a parallel program is defined as the increase in speed of the program running on $p$ processors compared with the speed of a sequential program (with the same level of optimization),

$$S_p(n) = \frac{T_{seq}(n)}{T_p(n)}.$$  (3.62)

Note that we do not take the time of the parallel program with $p = 1$ as reference time, since this may be too flattering; obtaining a good speedup with such a reference for comparison may be reason for great pride, but it is
an achievement of the same order as becoming the Dutch national champion in alpine skiing. The latter achievement is put into the right perspective if you know that the Netherlands is a very flat country, which does not have skiers of international fame. Similarly, the speedup achieved on a parallel computer can only be put into the right perspective if you know the time of a good sequential program. A parallel program run on one processor will always execute superfluous operations, and for $n = 262,144$ this overhead amounts to about 8%. (Sometimes, it is unavoidable to measure speedup vs. the parallel program with $p = 1$, for instance if it is too much work to develop a sequential version, or if one adheres to the purist principle of maintaining a single program source: ‘a sequential program is a parallel program run on one processor’. In such a situation, speedups should be reported with a clear warning about the reference version.) Figure 3.8 gives the speedup for $n = 65,536, 262,144$. The largest speedup obtained is about 5.95. This way of presenting timings of parallel programs gives much insight: it exposes good as well as bad scaling behaviour and it also allows easy comparison between measurements for different lengths.

In principle, $0 \leq S_p(n) \leq p$ should hold, because $p$ processors cannot be more than $p$ times faster than one processor. This is indeed true for our measured speedups. Practice, however, may have its surprises: in certain situations, a superlinear speedup of more than $p$ can be observed. This phenomenon is often the result of cache effects, due to the fact that in the parallel case each processor has less data to handle than in the sequential case, so that a larger
part of the computation can be carried out using data that are already in cache, thus yielding fewer cache misses and a higher computing rate. Occurrence of superlinear speedup in a set of experimental results should be a warning to be cautious when interpreting results, even for results that are not superlinear themselves. In our case, it is also likely that we benefit from cache effects. Still, one may argue that the ability to use many caches simultaneously is a true benefit of parallel computing.

The **efficiency** $E_p(n)$ gives the fraction of the total computing power that is usefully employed. It is defined by

$$E_p(n) = \frac{S_p(n)}{p} = \frac{T_{seq}(n)}{pT_p(n)}.$$  \hspace{1cm} (3.63)

In general, $0 \leq E_p(n) \leq 1$, with the same caveats as before. Figure 3.9 gives the efficiency for $n = 65536, 262144$.

Another measure is the **normalized cost** $C_p(n)$, which is just the time of the parallel program divided by the time that would be taken by a perfectly parallelized version of the sequential program. This cost is defined by

$$C_p(n) = \frac{T_p(n)}{T_{seq}(n)/p}.$$ \hspace{1cm} (3.64)

Note that $C_p(n) = 1/E_p(n)$, which explains why this cost is sometimes called the **inefficiency**. Figure 3.10 gives the cost of the FFT program for $n = 65536, 262144$. The difference between the normalized cost and the ideal value of 1 is the parallel **overhead**, which usually consists of load imbalance, communication time, and synchronization time. A breakdown of the overhead into its main parts can be obtained by performing additional measurements, or theoretically by predictions based on the BSP model.
Fig. 3.9. Measured efficiency $E_p(n)$ of parallel FFT. The ideal value is 1.

Fig. 3.10. Normalized cost $C_p(n)$ of parallel FFT.
Table 3.5. Breakdown of predicted execution time (in ms) of the parallel FFT program for $n = 262144$

<table>
<thead>
<tr>
<th>$p$</th>
<th>$T_{\text{comp}}$</th>
<th>$T_{\text{comm}}$</th>
<th>$T_{\text{sync}}$</th>
<th>$T_{\text{FFT}}$ (pred.)</th>
<th>$T_p$ (meas.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>82.78</td>
<td>0.00</td>
<td>0.00</td>
<td>82.78</td>
<td>167.4</td>
</tr>
<tr>
<td>2</td>
<td>41.39</td>
<td>68.99</td>
<td>0.05</td>
<td>110.43</td>
<td>99.4</td>
</tr>
<tr>
<td>4</td>
<td>20.70</td>
<td>45.53</td>
<td>0.13</td>
<td>66.36</td>
<td>52.2</td>
</tr>
<tr>
<td>8</td>
<td>10.35</td>
<td>28.97</td>
<td>0.35</td>
<td>39.67</td>
<td>29.3</td>
</tr>
<tr>
<td>16</td>
<td>5.17</td>
<td>14.03</td>
<td>0.98</td>
<td>20.18</td>
<td>26.8</td>
</tr>
</tbody>
</table>

For comparison, the measured time is also given.

Table 3.5 predicts the computation, communication, and synchronization time of the FFT for $n = 262144$, based on the costs $5n \log_2 n + 0g + l$ for $p = 1$ and $(5n \log_2 n)/p + 2ng/p + 3l$ for $p > 1$, cf. eqn (3.40).

The first observation we can make from the table is that it is difficult to predict the computation time correctly. The program takes about twice the time predicted for $p = 1$. This is because our benchmark measured a computing rate of 285 Mflop/s for a small DAXPY, which fits into the primary cache, but for an FFT of length 262144, a single processor has to handle an array of over 4 Mbyte for the complex vector $x$ alone, thus exceeding the primary cache and filling half the secondary cache. The measured rate for $p = 1$ is about 144 Mflop/s. Thus, the prediction considerably underestimates the actual computing time. For larger $p$, the misprediction becomes less severe.

From the table, we also learn that the FFT is such a data-intensive computation that one permutation of the data vector already has a serious impact on the total execution time of a parallel FFT program. The prediction overestimates the communication time, because it is based on a pessimistic $g$-value, whereas the actual parallel FFT was optimized to send data in large packets. The prediction also overestimates the synchronization time, because for $p = 1$ we counted $l$ (for a computation superstep) but in reality there is no synchronization, and for $p > 1$ we counted $3l$ (for two computation supersteps and one communication superstep) where there is only one synchronization. This does not matter much, because the synchronization time is insignificant. The overall prediction matches the measurement reasonably well, except for $p = 1$, and the reason is that the errors made in estimating computation time and communication time cancel each other to a large extent. Of course, it is possible to predict better, for example, by measuring the computing rate for this particular application and using that rate instead of $r$, and perhaps
Table 3.6. Computing rate $R_p(n)$ (in Mflop/s) of sequential and parallel FFT on $p$ processors of a Silicon Graphics Origin 3800

<table>
<thead>
<tr>
<th>$p$</th>
<th>Length $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4096</td>
</tr>
<tr>
<td>1 (seq)</td>
<td>220</td>
</tr>
<tr>
<td>1 (par)</td>
<td>193</td>
</tr>
<tr>
<td>2</td>
<td>239</td>
</tr>
<tr>
<td>4</td>
<td>397</td>
</tr>
<tr>
<td>8</td>
<td>216</td>
</tr>
<tr>
<td>16</td>
<td>30</td>
</tr>
</tbody>
</table>

even using a rate that depends on the local vector length. The communication prediction can be improved by measuring optimistic $g$-values.

Table 3.6 shows the computing rate $R_p(n)$ of all processors together for this application, defined by

$$R_p(n) = \frac{5n \log_2 n}{T_p(n)},$$

(3.65)

where we take the standard flop count $5n \log_2 n$ as basis (as is customary for all FFT counts, even for highly optimized FFTs that perform fewer flops). The flop rate is useful in comparing results for different problem sizes and also for different applications. Furthermore, it tells us how far we are from the advertised peak performance. It is a sobering thought that we need at least four processors to exceed the top computing rate of 285 Mflop/s measured for an in-cache DAXPY operation on a single processor. Thus, instead of parallelizing, it may be preferable to make our sequential program cache-friendly. If we still need more speed, we turn to parallelism and make our parallel program cache-friendly. (Exercise 5 tells you how to do this.) Making a parallel program cache-friendly will decrease running time and hence increase the computing rate, but paradoxically it will also decrease the speedup and the efficiency, because the communication part remains the same while the computing part is made faster in both the parallel program and the sequential reference program. Use of a parallel computer for the one-dimensional FFT can therefore only be justified for very large problems. But were not parallel computers made exactly for that purpose?
3.8 Bibliographic notes

3.8.1 Sequential FFT algorithms

The basic idea of the FFT was discovered already in 1805 by (who else?) Gauss [74]. It has been rediscovered several times: by Danielson and Lanczos [51] in 1942 and by Cooley and Tukey [45] in 1965. Because Cooley and Tukey’s rediscovery took place in the age of digital computers, their FFT algorithm found immediate widespread use in computer programs. As a result, the FFT became connected to their name. Cooley [44] tells the whole story of the discovery in a paper How the FFT gained acceptance. He states that one reason for the widespread use of the FFT is the decision made at IBM, the employer of Cooley at that time, to put the FFT algorithm in the public domain and not to try to obtain a patent on this algorithm. In concluding his paper, Cooley recommends not to publish papers in neoclassic Latin (as Gauss did). Heideman, Johnson, and Burrus [92] dug up the prehistory of the FFT and wrote a historical account on the FFT from Gauss to modern times. An FFT bibliography from 1995 by Sorensen, Burrus, and Heideman [165] contains over 3400 entries. Some entrance points into the vast FFT literature can be found below.

A large body of work such as the work done on FFTs inevitably contains much duplication. Identical FFT algorithms have appeared in completely different formulations. Van Loan in his book Computational Frameworks for the Fast Fourier Transform [187] has rendered us the great service of providing a unified treatment of many different FFT algorithms. This treatment is based on factorizing the Fourier matrix and using powerful matrix notations such as the Kronecker product. The book contains a wealth of material and it is the first place to look for suitable variants of the FFT. We have adopted this framework where possible, and in particular we have used it in describing sequential FFTs and GFFTs, and the local computations of parallel FFTs. A different look at FFT algorithms, ordered and unordered, DIF and DIT, sequential and parallel, is given by Chu and George in their book Inside the FFT Black Box [43]. Their book is aimed at a computing science and engineering audience; it presents FFT methods in the form of highly detailed algorithms and not in the more abstract form of matrix factorizations.

For those who want to learn more about using the DFT, but care less about how it is actually computed, the book by Briggs and Henson [33] is a good source. It discusses the various forms of the DFT and their relation with continuous Fourier transforms, two-dimensional DFTs, applications such as the reconstruction of images from projections, and related transforms. Bracewell [31] gives a detailed discussion of the continuous Fourier transform; a good understanding of the continuous case is necessary for explaining the results of a discrete transform. The book by Bracewell includes a series of pictures of functions and their continuous Fourier transforms and also a biography of Fourier.
Sequential implementations of various FFTs can be found in *Numerical Recipes in C: The Art of Scientific Computing* by Press, Teukolsky, Vetterling, and Flannery [157]. This book devotes two chapters to FFTs and their application. Programs included are, among others, complex-valued FFT, real-valued FFT, fast sine transform, fast cosine transform, multidimensional FFT, out-of-core FFT, and convolution.

The fastest Fourier transform in the West (FFTW) package by Frigo and Johnson [73] is an extremely fast sequential program. The speed of FFTW comes from the use of *codelets*, straight inline code without loops, in core parts of the software and from the program’s ability to adapt itself to the hardware used. Instead of using flop counts or user-provided knowledge about the hardware (such as cache sizes) to optimize performance, the program carries out a set of FFT timings on the hardware, resulting in a *computation plan* for each FFT length. Using actual timings is better than counting flops, since most of the execution time of an FFT is spent in moving data around between registers, caches, and main memory, and not in floating-point operations. A plan is used in all runs of the FFT of the corresponding length. An optimal plan is chosen by considering several possible plans: an FFT of length \( n = 128 \) can be split into two FFTs of length 64 by a so-called radix-2 approach (used in this chapter) but it can also be split into four FFTs of length 32 by a radix-4 approach, and so on. Optimal plans for smaller FFTs are used in determining plans for larger FFTs. Thus, the plans are computed bottom-up, starting with the smallest lengths. The large number of possibilities to be considered is reduced by *dynamic programming*, that is, the use of optimal solutions to subproblems when searching for an optimal solution to a larger problem. (If a solution to a problem is optimal, its solutions of subproblems must also be optimal; otherwise, the overall solution could have been improved.) FFTW is recursive, with the advantage that sufficiently small subproblems fit completely in the cache. The program can also handle FFT lengths that are not a power of two. A parallel version of FFTW exists; it uses the block distribution on input and has two or three communication supersteps, depending on whether the output must be redistributed into blocks.

Johnson et al. [114] describe the signal processing language (SPL), a Lisp-like programming language which can be used to implement factorization formulae directly for transform matrices (such as Fourier and Walsh–Hadamard matrices) arising in digital signal processing applications. Many different factorization formulae for the same matrix \( F_n \) can be generated automatically using mathematical transformation rules such as the properties of Kronecker products and the radix-\( m \) splitting rules

\[
F_{mn} = (F_m \otimes I_n) T_{m,nn} (I_m \otimes F_n) S_{m,nn},
\]

which is the basis for the Cooley–Tukey approach [45]. Here, the twiddle matrix \( T_{m,N} \) is an \( N \times N \) diagonal matrix with \( (T_{m,N})_{j(N/m)+k,j(N/m)+k} = \omega_N^{jk} \).
for $0 \leq j < m$ and $0 \leq k < N/m$. Furthermore, $S_{m,N}$ is the **Mod-$m$ sort matrix**, the $N \times N$ permutation matrix defined by

\[
S_{m,N}x = \begin{bmatrix}
x(0:m:N-1) \\
x(1:m:N-1) \\
\vdots \\
x(m-1:m:N-1)
\end{bmatrix},
\]

which has as inverse $S_{m,N}^{-1} = S_{N/m,N}$. Note that $T_{2,N} = \text{diag}(I_{N/2}, \Omega_{N/2})$ and $S_{2,N} = S_{N}$. The SPL compiler translates each factorization formula into a Fortran program. In the same spirit as FFTW, an extensive search is carried out over the space of factorization formulae and compiler techniques. A Kronecker-product property used by SPL which is important for a parallel context is: for every $m \times m$ matrix $A$ and $n \times n$ matrix $B$,

\[
A \otimes B = S_{m,mn}(I_n \otimes A)S_{n,mn}(I_m \otimes B).
\]

As a special case, we have

\[
F_m \otimes I_n = S_{m,mn}(I_n \otimes F_m)S_{n,mn}.
\]

### 3.8.2 Parallel FFT algorithms with $\log_2 p$ or more supersteps

Cooley and Tukey [45] already observed that all butterflies of one stage can be computed in parallel. The first parallel FFT algorithm was published by Pease [155] in 1968, a few years after the Cooley–Tukey paper. Pease presents a matrix decomposition of the Fourier matrix in which he uses the Kronecker-product notation. Each of the $\log_2 n$ stages of his algorithm requires a so-called **perfect shuffle** permutation $S_{n/2,n}^{-1} = S_n^{-1}$; this would make an actual implementation on a general-purpose computer expensive. The algorithm, however, was aimed at implementation in special-purpose hardware, with specialized circuitry for butterflies, shuffles, and twiddles.

Fox et al. [71] present a parallel recursive algorithm based on the block distribution, which decomposes the FFT into a sequence of $n/p$ calls to FFTs of length $p$ and combines the results. The decomposition and combination parts of the algorithm are carried out without communication. Each FFT of length $p$, however, requires much communication since there is only one vector component per processor. Another disadvantage, which is true of every straightforward implementation of a recursive algorithm, is that the smaller tasks of the recursion are executed one after the other, where in principle they could have been done in parallel.

The nonrecursive parallel FFT algorithms proposed in the earlier literature typically perform $\log_2(n/p)$ stages locally without communication and $\log_2 p$ stages nonlocally involving both communication and computation, thus requiring a total of $O(\log_2 p)$ communication supersteps. These algorithms
were mostly designed targeting the hypercube architecture, where each processor \( s = (b_{q-1} \cdots b_0)_2 \) is connected to the \( q = \log_2 p \) processors that differ exactly one bit with \( s \) in their processor number.

Examples of algorithms from this category are discussed by Van Loan [187, Algorithm 3.5.3], by Dubey, Zubair, and Grosch [62], who present a variant that can use every input and output distribution from the block-cyclic family, and by Gupta and Kumar [87] (see also [82]), who describe the so-called binary exchange algorithm. Gupta and Kumar analyse the scalability of this algorithm by using the isoefficiency function \( f_E(p) \), which expresses how fast the amount of work of a problem must grow with \( p \) to maintain a constant efficiency \( E \).

Another example is an algorithm for the hypercube architecture given by Swarztrauber [172] which is based on index-digit permutations [72]: each permutation \( \tau \) on the set of \( m \) bits \( \{0, \ldots, m-1\} \) induces an index-digit permutation which moves the index \( j = (b_{m-1} \cdots b_1 b_0)_2 \) into \( j' = (b_{\tau(m-1)} \cdots b_{\tau(1)} b_{\tau(0)})_2 \). Using the block distribution for \( n = 2^m \) and \( p = 2^q \), an index is split into the processor number \( s = (b_{m-1} \cdots b_{m-q})_2 \) and the local index \( j = (b_{m-q-1} \cdots b_1 b_0)_2 \). An \( i \)-cycle is an index-digit permutation where \( \tau \) is a swap of the pivot bit \( m-q-1 \) with another bit \( r \). Swarztrauber notes that no communication is needed if \( r \leq m - q - 1 \); otherwise, the \( i \)-cycle permutation requires communication, but it still has the advantage of moving data in large chunks, namely blocks of size \( n/(2^p) \). Every index-digit permutation can be carried out as a sequence of \( i \)-cycles. Every butterfly operation of an FFT combines pairs \( (j, j') \) that differ in exactly one bit. An \( i \)-cycle can be used to make this bit local.

3.8.3 Parallel FFT algorithms with \( O(1) \) supersteps

We can make parallel FFT algorithms more efficient if we manage to combine many butterfly stages into one superstep (or pair of supersteps); this way, they require less communication and synchronization. Under mild assumptions, such as \( p \leq \sqrt{n} \), this leads to algorithms with only a small constant number of supersteps. The BSP algorithm presented in this chapter falls into this category.

The original BSP paper by Valiant [178] discusses briefly the BSP cost of an algorithm by Papadimitriou and Yannakakis [153] which achieves a total cost within a constant factor of optimal if \( g = O(\log_2(n/p)) \) and \( l = O((n/p) \log_2(n/p)) \); for such a ratio \( n/p \), our algorithm also achieves optimality, cf. eqn (3.39). For the common special case \( p \leq \sqrt{n} \), this method has been implemented in an unordered DIF FFT by Culler et al. [47], demonstrating the application of the LogP model. The computation starts with a cyclic distribution and then switches to a block distribution. The authors avoid contention during the redistribution by scheduling the communications carefully and by inserting additional global synchronizations to enforce strict adherence to the communication schedule. (A good BSPlib system would do this automatically.)
Gupta et al. [88] use data redistributions to implement parallel FFTs. For the unordered Cooley–Tukey algorithm, they start with the block distribution, finish with the cyclic distribution, and use block-cyclic distributions in between. If a bit reversal must be performed and the output must be distributed in the same way as the input, this requires three communication supersteps for \( p \leq \sqrt{n} \). The authors also modify the ordered Stockham algorithm so they can start and finish with the cyclic distribution, and perform only one communication superstep for \( p \leq \sqrt{n} \). Thus they achieve the same minimal communication cost as Algorithms 3.3 and 3.5. Experimental results on an Intel iPSC/860 hypercube show that the modified Stockham algorithm outperforms all other implemented algorithms.

McColl [135] presents a detailed BSP algorithm for an ordered FFT, which uses the block distribution on input and output. The algorithm starts with an explicit bit-reversal permutation and it finishes with a redistribution from cyclic to block distribution. Thus, for \( p > 1 \) the algorithm needs at least three communication supersteps. Except for the extra communication at the start and finish, the algorithm of McColl is quite similar to our algorithm. His algorithm stores and communicates the original index of each vector component together with its numerical value. This facilitates the description of the algorithm, but the resulting communication should be removed in an implementation because in principle the original indices can be computed by every processor. Furthermore, the exposition is simplified by the assumption that \( m - q \) is a divisor of \( m \). This implies that \( p = 1 \) or \( p \geq \sqrt{n} \); it is easy to generalize the algorithm so that it can handle the most common case \( 1 < p < \sqrt{n} \) as well.

The algorithm presented in this chapter is largely based on work by Inda and Bisseling [111]. This work introduces the group-cyclic distribution and formulates redistributions as permutations of the data vector. For example, changing the distribution from block to cyclic has the same effect as keeping the distribution constant but performing an explicit permutation \( S_{p,n} \). (To be more precise, the processor and local index of the original data element \( x_j \) are the same in both cases.) For \( p \leq \sqrt{n} \), the factorization is written as

\[
F_n = S_{p,n}^{-1}AS_{p,n}(R_p \otimes I_{n/p})(I_p \otimes F_{n/p})S_{p,n}, \tag{3.70}
\]

where \( A \) is a block-diagonal matrix with blocks of size \( n/p \),

\[
A = S_{p,n}(I_1 \otimes B_n) \cdots (I_{p/2} \otimes B_{2n/p})S_{p,n}^{-1}. \tag{3.71}
\]

This factorization needs three permutations if the input and output are distributed by blocks, but it needs only one permutation if these distributions are cyclic. Thus the cyclic I/O distribution is best.

Another related algorithm is the transpose algorithm, which calculates a one-dimensional FFT of size \( mn \) by storing the vector \( \mathbf{x} \) as a two-dimensional matrix of size \( m \times n \). Component \( x_j \) is stored as matrix element \( X(j_0, j_1) \), where \( j = j_0n + j_1 \) with \( 0 \leq j_0 < m \) and \( 0 \leq j_1 < n \). This algorithm is
based on the observation that in the first part of an unordered FFT components within the same matrix row are combined, whereas in the second part components within the same column are combined. The matrix can be transposed between the two parts of the algorithm, so that all butterflies can be done within rows. In the parallel case, each processor can then handle one or more rows. The only communication needed is in the matrix transposition and the bit reversal. For a description and experimental results, see, for example, Gupta and Kumar [87]. This approach works for \( p \leq \min(m, n) \). Otherwise, the transpose algorithm must be generalized to a higher dimension. A detailed description of such a generalization can be found in the book by Grama and coworkers [82]. Note that this algorithm is similar to the BSP algorithm presented here, except that its bit-reversal permutation requires communication.

The two-dimensional view of a one-dimensional FFT can be carried one step further by formulating the algorithm such that it uses explicit shorter-length FFTs on the rows or columns of the matrix storing the data vector. Van Loan [187, Section 3.3.1] calls the corresponding approach the four-step framework and the six-step framework. This approach is based on a mixed-radix method due to Agarwal and Cooley [2] (who developed it for the purpose of vectorization). The six-step framework is equivalent to a factorization into six factors,

\[
F_{mn} = S_{m,mn} (I_n \otimes F_m) S_{n,mn} T_{m,mn} (I_m \otimes F_n) S_{m,mn}.
\]

(3.72)

This factorization follows immediately from eqns (3.66) and (3.69). In a parallel algorithm based on eqn (3.72), with the block distribution used throughout, the only communication occurs in the permutations \( S_{m,mn} \) and \( S_{n,mn} \). The four-step framework is equivalent to the factorization

\[
F_{mn} = (F_m \otimes I_n) S_{m,mn} T_{n,mn} (F_n \otimes I_m),
\]

(3.73)

which also follows from eqns (3.66) and (3.69). Note that now the shorter-length Fourier transforms need strided access to the data vector, with stride \( n \) for \( F_m \otimes I_n \). (In a parallel implementation, such access is local if a cyclic distribution is used, provided \( p \leq \min(m, n) \).)

One advantage of the four-step and six-step frameworks is that the shorter-length FFTs may fit into the cache of computers that cannot accommodate an FFT of full length. This may result in much higher speeds on cache-sensitive computers. The use of genuine FFTs in this approach makes it possible to call fast system-specific FFTs in an implementation. A disadvantage is that the multiplication by the twiddle factors takes an additional \( 6n \) flops. In a parallel implementation, the communication is nicely isolated in the permutations.

Hegland [91] applies the four-step framework twice to generate a factorization of \( F_{mmn} \) with \( m \) maximal, treating FFTs of length \( m \) recursively by the
same method. He presents efficient algorithms for multiple FFTs and multidimensional FFTs on vector and parallel computers. In his implementation, the key to efficiency is a large vector length of the inner loops of the computation.

Edelman, McCorquodale, and Toledo [68] present an approximate parallel FFT algorithm aimed at reducing communication from three data permutations (as in the six-step framework) to one permutation, at the expense of an increase in computation. As computation rates are expected to grow faster than communication rates, future FFTs are likely to be communication-bound, making such an approach worthwhile. The authors argue that speedups in this scenario will be modest, but that using parallel FFTs will be justified on other grounds, for instance because the data do not fit in the memory of a single processor, or because the FFT is part of a larger application with good overall speedup.

3.8.4 Applications

Applications of the FFT are ubiquitous. Here, we mention only a few with emphasis on parallel applications. Barros and Kauranne [13] and Foster and Worley [70] parallelize the spectral transform method for solving partial differential equations on a sphere, aimed at global weather and climate modelling. The spectral transform for a two-dimensional latitude/longitude grid consists of a DFT along each latitude (i.e. in the east–west direction) and a discrete Legendre transform (DLT) along each longitude (i.e. in the north–south direction). Barros and Kauranne [13] redistribute the data between the DFT and the DLT, so that these computations can be done sequentially. For instance, each processor performs several sequential FFTs. The main advantages of this approach are simplicity, isolation of the communication parts (thus creating bulk), and reproducibility: the order of the computations is exactly the same as in a sequential computation and it does not depend on the number of processors used. (Weather forecasts being that fragile, they must at least be reproducible in different runs of the same program. No numerical butterfly effects please!) Foster and Worley [70] also investigate the alternative approach of using parallel one-dimensional FFTs and Legendre transforms as a basis for the spectral transform.

Nagy and O’Leary [143] present a method for restoring blurred images taken by the Hubble Space Telescope. The method uses a preconditioned conjugate gradient solver with fast matrix-vector multiplications carried out by using FFTs. This is possible because the matrices involved are Toeplitz matrices, that is, they have constant diagonals: $a_{ij} = \alpha_{i-j}$, for all $i, j$.

The FFT is the computational workhorse in grid methods for quantum molecular dynamics, where the time-dependent Schrödinger equation is solved numerically on a multidimensional grid, see a review by Kosloff [123] and a comparison of different time propagation schemes by Leforestier et al. [127]. In each time step, a potential energy operator is multiplied by a wavefunction, which is a local (i.e. point-wise) operation in the spatial domain. This means
that every possible distribution including the cyclic one can be used in a parallel implementation. The kinetic energy operator is local in the transformed domain, that is, in momentum space. The transformation between the two domains is done efficiently using the FFT. Here, the cyclic distribution as used in our parallel FFT is applicable in both domains. In one dimension, the FFT thus has only one communication superstep.

Haynes and Côté [90] parallelize a three-dimensional FFT for use in an electronic structure calculation based on solving the time-independent Schrödinger equation. The grids involved are relatively small compared with those used in other FFT applications, with a typical size of only $128 \times 128 \times 128$ grid points. As a consequence, reducing the communication is of prime importance. In momentum space, the grid is cyclically distributed in each dimension to be split. In the spatial domain, the distribution is by blocks. The number of communication supersteps is $\log_2 p$. An advantage of the cyclic distribution in momentum space is a better load balance: momentum is limited by an energy cut-off, which means that all array components outside a sphere in momentum space are zero; in the cyclic distribution, all processors have an approximately equal part of this sphere.

Zoldi et al. [195] solve the nonlinear Schrödinger equation in a study on increasing the transmission capacity of optical fibre lines. They apply a parallel one-dimensional FFT based on the four-step framework. They exploit the fact that the Fourier transform is carried out in both directions, avoiding unnecessary permutations and combining operations from the forward FFT and the inverse FFT on the same block of data. This results in better cache use and even causes a speedup of the parallel program with $p = 1$ compared with the original sequential program.

3.9 Exercises

1. The recursive FFT, Algorithm 3.1, splits vectors repeatedly into two vectors of half the original length. For this reason, we call it a radix-2 FFT. We can generalize the splitting method by allowing to split the vectors into $r$ parts of equal length. This leads to a radix-$r$ algorithm.

   (a) How many flops are actually needed for the computation of $F_4 x$, where $x$ is a vector of length four? Where does the gain in this specific case come from compared to the $5n \log_2 n$ flops of an FFT of arbitrary length $n$?

   (b) Let $n$ be a power of four. Derive a sequential recursive radix-4 FFT algorithm. Analyse the computation time and compare the number of flops with that of a radix-2 algorithm. Is the new algorithm faster?

   (c) Let $n$ be a power of four. Formulate a sequential nonrecursive radix-4 algorithm. Invent an appropriate name for the new starting permutation. Can you modify the algorithm to handle all powers of two, for example by ending with a radix-2 stage if needed?
(d) Let \( n \) be a power of two. Implement your nonrecursive radix-4 algorithm in a sequential function \texttt{fft4}. Compare its performance with a sequential radix-2 function based on functions used in \texttt{bspfft}. Explain your results. Is the difference in performance only due to a difference in flop count?

(e) Modify \texttt{fft4} for use in a parallel program, replacing the unordered \texttt{ufft} in \texttt{bspfft}. The new function, \texttt{ufft4}, should have exactly the same input and output specification as \texttt{ufft}. Note: take special care that the ordering is correct before the butterflies start flying.

2. (*) Let \( f \) be a \( T \)-periodic smooth function. The Fourier coefficients \( c_k \) of \( f \) are given by eqn (3.2).

(a) Let \( d_k \) be the \( k \)th Fourier coefficient of the derivative \( f' \). Prove that \( d_k = 2\pi ikc_k / T \). How can you use this relation to differentiate \( f \)?

(b) The Fourier coefficients \( c_k, k \in \mathbb{Z} \), can be obtained in approximation by eqn (3.3). The quality of the approximation depends on how well the trapezoidal rule estimates the integral of the function \( f(t)e^{-2\pi ikt/T} \) on the subintervals \([t_j, t_{j+1}]\). The average of the two function values in the endpoints \( t_j \) and \( t_{j+1} \) is a good approximation of the integral on \([t_j, t_{j+1}]\) if the function \( f(t)e^{-2\pi ikt/T} \) changes slowly on the subinterval. On the other hand, if the function changes quickly, the approximation is poor. Why is the approximation meaningless for \( |k| > n/2 \)? For which value of \( k \) is the approximation best? In answering these questions, you may assume that \( f \) itself behaves well and is more or less constant on each subinterval \([t_j, t_{j+1}]\).

(c) Let \( n \) be even. How can you compute (in approximation) the set of coefficients \( c_{-n/2+1}, \ldots, c_{n/2} \) by using a DFT? Hint: relate the \( y_k \)'s of eqn (3.4) to the approximated \( c_k \)'s.

(d) Write a parallel program for differentiation of a function \( f \) sampled in \( n = 2^m \) points. The program should use a forward FFT to compute the Fourier coefficients \( c_k, -n/2 + 1 \leq k \leq n/2 \), then compute the corresponding \( d_k \)'s, and finally perform an inverse FFT to obtain the derivative \( f' \) in the original sample points. Use the cyclic distribution. Test the accuracy of your program by comparing your results with analytical results, using a suitable test function. Take for instance the Gaussian function \( f(t) = e^{-\alpha(t-\beta)^2} \), and place it in the middle of your sampling interval \([0, T]\) by choosing \( \beta = T/2 \).

3. (*) The two-dimensional discrete Fourier transform (2D DFT) of an \( n_0 \times n_1 \) matrix \( X \) is defined as the \( n_0 \times n_1 \) matrix \( Y \) given by

\[
Y(k_0, k_1) = \sum_{j_0=0}^{n_0-1} \sum_{j_1=0}^{n_1-1} X(j_0, j_1) \omega_{n_0}^{j_0k_0} \omega_{n_1}^{j_1k_1},
\]  

(3.74)
for $0 \leq k_0 < n_0$ and $0 \leq k_1 < n_1$. We can rewrite this as

$$Y(k_0, k_1) = \sum_{j_0=0}^{n_0-1} \left( \sum_{j_1=0}^{n_1-1} X(j_0, j_1) \omega_{n_1}^{j_1 k_1} \right) \omega_{n_0}^{j_0 k_0},$$

(3.75)

showing that the 2D DFT is equivalent to a set of $n_0$ 1D DFTs of length $n_1$, each in the row direction of the matrix, followed by a set of $n_1$ 1D DFTs of length $n_0$, each in the column direction.

(a) Write a function `bspfft2d` that performs a 2D FFT, assuming that $X$ is distributed by the $M \times N$ cyclic distribution with $1 \leq M < n_0$ and $1 \leq N < n_1$, and with $M, N$ powers of two. The result $Y$ must be in the same distribution as $X$. Use the function `bspfft` to perform parallel 1D FFTs, but modify it to perform several FFTs together in an efficient manner. In particular, avoid unnecessary synchronizations.

(b) As an alternative, write a function `bspfft2d_transpose` that first performs sequential 1D FFTs on the rows of $X$, assuming that $X$ is distributed by the cyclic row distribution, then transposes the matrix, performs sequential 1D FFTs on its rows, and finally transposes back to return to the original distribution.

(c) Let $n_0 \geq n_1$. For each function, how many processors can you use? Compare the theoretical cost of the two implemented algorithms. In particular, which algorithm is better in the important case $p \leq \sqrt{n_0}$? Hint: you can choose $M, N$ freely within the constraint $p = MN$; use this freedom well.

(d) Compare the performance of the two functions experimentally.

(e) Optimize the best of the two functions.

4. (*) The **three-dimensional discrete Fourier transform** (3D DFT) of an $n_0 \times n_1 \times n_2$ array $X$ is defined as the $n_0 \times n_1 \times n_2$ array $Y$ given by

$$Y(k_0, k_1, k_2) = \sum_{j_0=0}^{n_0-1} \sum_{j_1=0}^{n_1-1} \sum_{j_2=0}^{n_2-1} X(j_0, j_1, j_2) \omega_{n_0}^{j_0 k_0} \omega_{n_1}^{j_1 k_1} \omega_{n_2}^{j_2 k_2},$$

(3.76)

for $0 \leq k_d < n_d$, $d = 0, 1, 2$.

(a) Write a function `bspfft3d`, similar to `bspfft2d` from Exercise 3, that performs a 3D FFT, assuming that $X$ is distributed by the $M_0 \times M_1 \times M_2$ cyclic distribution, where $M_d$ is a power of two with $1 \leq M_d < n_d$, for $d = 0, 1, 2$. The result $Y$ must be in the same distribution as $X$.

(b) Explain why each communication superstep of the parallel 3D FFT algorithm has the same cost.

(c) In the case $n_0 = n_1 = n_2 = n$, how do you choose the $M_d$? Hint: for $p \leq \sqrt{n}$ you need only one communication superstep; for $p \leq n$ only two.
(d) For arbitrary \(n_0, n_1, n_2\), what is the maximum number of processors you can use? Write a function that determines, for a given \(p\), the triple \((M_0, M_1, M_2)\) with \(M_0 M_1 M_2 = p\) that causes the least number of communication supersteps.

(e) Test your parallel 3D FFT and check its performance. Is the theoretically optimal triple indeed optimal?

5. (\(*\)) The parallel FFT algorithm of this chapter uses two levels of memory: local memory with short access time and remote memory with longer access time. Another situation where such a two-level memory hierarchy exists is in sequential computers with a cache. The cache is a fast memory of limited size whereas the random access memory (RAM) is a much larger but slower memory.

A bulk synchronous parallel computation by a number of virtual processors can be simulated on one real, physical processor by executing the work of one computation superstep for all virtual processors in turn. If possible, the work of one virtual processor in a computation superstep is carried out within the cache. The switch between different virtual processors working on the same computation superstep causes page faults, that is, movements of a memory page between the cache and the RAM. A communication superstep can be viewed as a set of assignments that causes page faults.

(a) Implement a fast sequential FFT algorithm for cache-based computers by adapting the function \(\text{bspfft}\) to that particular situation. Replace the \(\text{bspput}\) statements by buffered assignments. What happens with the \(\text{bspsync}\) statements?

(b) Compare your program with a sequential program that does not exploit the cache. Use a cache-based computer in your tests. How much do you gain?

(c) Find the optimal number of virtual processors, \(p_{\text{virtual}}\), for several values of \(n\). Relate your results to the cache size of the computer.

(d) Develop a parallel program based on a three-level memory hierarchy, namely cache, local RAM, and remote RAM.

(e) Test the parallel program. Use \(p_{\text{virtual}}\) virtual processors for each physical processor.

6. (\(\ast\ast\)) Let \(\mathbf{x}\) be a real vector of length \(n\). We could compute the Fourier transform \(\mathbf{y} = F_n \mathbf{x}\), which is complex, by using a straightforward complex FFT. Still, we may hope to do better and accelerate the computation by exploiting the fact that \(\mathbf{x}\) is real.

(a) Show that \(y_{n-k} = y_k\), for \(k = 1, \ldots, n-1\). This implies that the output of the FFT is completely determined by \(y_0, \ldots, y_{n/2}\). The remaining \(n/2 - 1\) components of \(\mathbf{y}\) can be obtained cheaply by complex conjugation, so that they need not be stored. Also show that \(y_0\) and \(y_{n/2}\)
are real. It is customary to pack these two reals on output into one complex number, stored at position 0 in the $y$-array.

(b) We can preprocess the input data by packing the real vector $x$ of length $n$ as a complex vector $x'$ of length $n/2$ defined by

$$x'_j = x_{2j} + ix_{2j+1},$$

for $0 \leq j < n/2$. The packing operation is for free in our FFT data structure, which stores a complex number as two adjacent reals. It turns out that if we perform a complex FFT of length $n/2$ on the conjugate of $x'$, yielding $y' = F_{n/2}x'$, we can retrieve the desired vector $y$ by

$$y_k = y'_k - \frac{1}{2}(1 - i\omega_n^k)(y'_k - \overline{y'_{n/2-k}}), \quad (3.77)$$

for $0 \leq k \leq n/2$. Prove by substitution that the postprocessing by (3.77) is correct. The variable $y'_{n/2}$ appearing in the right-hand side for $k = 0$ and $k = n/2$ is defined by $y'_{n/2} = y_0$, so that the DFT definition (3.4) also holds for $k = n/2$.

(c) Formulate a sequential algorithm for a real FFT based on the procedure above and count its number of flops. Take care to perform the post-processing efficiently by computing pairs $(y_k, y_{n/2-k})$ together, using only one complex multiplication. Store constants such as $\frac{1}{2}(1 - i\omega_n^k)$ in a table.

(d) Design and implement a parallel algorithm. You may assume that $p$ is so small that only one communication superstep is needed in the complex FFT. Start the complex FFT with the cyclic distribution of $x'$ (which is equivalent to the cyclic distribution of component pairs in $x$). Finish the complex FFT with the zig-zag cyclic distribution shown in Fig. 3.11(b); this distribution was proposed for use in FFT-based transforms in [112]. The zig-zag cyclic distribution of a vector $x$

![Fig. 3.11. Distribution of a vector of size 16 over four processors. Each cell represents a vector component; the number in the cell and the greyshade denote the processor that owns the cell. The processors are numbered 0, 1, 2, 3. (a) Cyclic distribution; (b) zig-zag cyclic distribution.](image-url)
of length $n$ over $p$ processors is defined by the mapping

$$x_j \mapsto \begin{cases} P(j \mod p) & \text{if } j \mod 2p < p \\ P((-j) \mod p) & \text{otherwise}, \end{cases} \quad \text{for } 0 \leq j < n.$$  

(3.78)

The local index of $x_j$ on the processor that owns it is $j = j \div p$, just as in the cyclic case. What is the main advantage of the zig-zag cyclic distribution? Which operations are local in this distribution? Take care in designing your algorithm: a subtle point is to decide where exactly to communicate and move to the zig-zag cyclic distribution.

(e) Modify the algorithm so that it starts with the zig-zag cyclic distribution of $x'$, instead of the cyclic distribution.

(f) For which $p$ is your algorithm valid? What is the BSP cost of your algorithm?

(g) Design and implement an inverse real FFT algorithm by inverting each of the main phases of your real FFT and performing the phases in reverse order.

7. (***) The discrete cosine transform (DCT) can be defined in several ways. One version, which is often used in image processing and data compression, is as follows. Let $x$ be a real vector of length $n$. The DCT of $x$ is the real vector $y$ of length $n$ given by

$$y_k = \frac{n-1}{2} \sum_{j=0}^{n-1} x_j \cos \frac{\pi k(j+1/2)}{n}, \quad \text{for } 0 \leq k < n.$$  

(3.79)

(a) In our pursuit of a fast cosine transform (FCT), we try to pack the vector $x$ in a suitable form into another vector $x'$; then compute the Fourier transform $y' = F_n x'$; and hope to be able to massage $y'$ into $y$. By way of miracle, we can indeed succeed if we define

$$x'_j = x_{2j},$$

$$x'_{n-1-j} = x_{2j+1}, \quad \text{for } 0 \leq j < n/2.$$  

(3.80)

We can retrieve $y$ by

$$y_k = \text{Re}(\omega_{4n}^k y'_k),$$

$$y_{n-k} = -\text{Im}(\omega_{4n}^k y'_k), \quad \text{for } 0 \leq k \leq n/2.$$  

(3.81)

(For $k = 0$, we do not compute the undefined value $y_{n-k}$.) Prove by substitution that this method, due to Narasimha and Peterson [144], is correct.

(b) Formulate a sequential FCT algorithm based on the procedure above and count its number of flops. Since $x'$ is real, it is best to perform the Fourier transform by using the real FFT of Exercise 6.
(c) Describe how you would perform a parallel FCT. Which distributions do you use for input and output? Here, they need not be the same. Motivate your choices. Give your distributions a meaningful name. Hint: try to avoid redistribution as much as possible. You may assume that \( p \) is so small that only one communication superstep is needed in the complex FFT used by the real FFT.

(d) Analyse the cost of your parallel algorithm, implement it, and test the resulting program. How does the computing time scale with \( n \) and \( p \)?

(e) Refresh your trigonometry and formula manipulation skills by proving that the inverse DCT is given by

\[
x_l = \frac{y_0}{n} + \frac{2}{n} \sum_{k=1}^{n-1} y_k \cos \frac{\pi k (l + 1/2)}{n}, \quad \text{for } 0 \leq l < n.
\]

(3.82)

Hint: Use the formula \( \cos \alpha \cos \beta = \frac{\cos(\alpha + \beta) + \cos(\alpha - \beta)}{2} \) to remove products of cosines. Also, derive and use a simple expression for \( \sum_{k=1}^{n-1} \cos(\pi kr/n) \), for integer \( r \). How would you compute the inverse DCT in parallel?

8. (**) Today, wavelet transforms are a popular alternative to Fourier transforms: wavelets are commonly used in areas such as image processing and compression; for instance, they form the basis for the JPEG 2000 image-compression and MPEG-4 video-compression standards. An interesting application by the FBI is in the storage and retrieval of fingerprints. Wavelets are suitable for dealing with short-lived or transient signals, and for analysing images with highly localized features. Probably the best-known wavelet is the wavelet of order four (DAUB4) proposed by Ingrid Daubechies [52]. A nice introduction to the DAUB4 wavelet transform is given in Numerical Recipes in C [157, section 13.10]. It is defined as follows. For \( k \geq 4 \), \( k \) even, let \( W_k \) denote the \( k \times k \) matrix given by

\[
W_k = \begin{bmatrix}
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
& & & \\
& & & \\
& & & \\
& & & \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
c_3 & -c_2 & c_1 & -c_0 \\
c_0 & c_1 & c_2 & c_3 \\
\end{bmatrix},
\]

where the coefficients are given by \( c_0 = (1 + \sqrt{3})/(4\sqrt{2}) \), \( c_1 = (3 + \sqrt{3})/(4\sqrt{2}) \), \( c_2 = (3 - \sqrt{3})/(4\sqrt{2}) \), and \( c_3 = (1 - \sqrt{3})/(4\sqrt{2}) \). For this choice of wavelet, the discrete wavelet transform (DWT) of an input vector \( x \) of length \( n = 2^m \)
can be obtained by: first multiplying $x$ with $W_n$ and then moving the even components of the result to the front, that is, multiplying the result with $S_n$; repeating this procedure on the first half of the current vector, using $W_{n/2}$ and $S_{n/2}$; and so on. The algorithm terminates after multiplication by $W_4$ and $S_4$. We denote the result, obtained after $m - 1$ stages, by $W \mathbf{x}$.

(a) Factorize $W$ in terms of matrices $W_k$, $S_k$, and $I_k$ of suitable size, similar to the sequential factorization of the Fourier matrix $F_n$. You can use the notation $\text{diag}(A_0, \ldots, A_r)$, which stands for a block-diagonal matrix with blocks $A_0, \ldots, A_r$ on the diagonal.

(b) How many flops are needed to compute $W \mathbf{x}$? How does this scale compared with the FFT? What does this mean for communication in a parallel algorithm?

(c) Formulate a sequential algorithm that computes $W \mathbf{x}$ in place, without performing permutations. The output data will become available in scrambled order. To unscramble the data in one final permutation, where would we have to move the output value at location $28 = (0011100)_2$ for length $n = 128$? And at $j = (b_{m-1} \cdots b_0)_2$ for arbitrary length $n$? Usually, there is no need to unscramble.

(d) Choose a data distribution that enables the development of an efficient parallel in-place DWT algorithm. This distribution must be used on input and as long as possible during the algorithm.

(e) Formulate a parallel DWT algorithm. Hint: avoid communicating data at every stage of your algorithm. Instead, be greedy and compute what you can from several stages without communicating in between. Then communicate and finish the stages you started. Furthermore, find a sensible way of finishing the whole algorithm.

(f) Analyse the BSP cost of the parallel DWT algorithm.

(g) Compare the characteristics of your DWT algorithm to those of the parallel FFT, Algorithm 3.5. What are the essential similarities and differences?

(h) Implement and test your algorithm.

(i) Prove that the matrix $W_n$ is orthogonal (i.e. $W_n^T W_n = I_n$) by showing that the rows are mutually orthogonal and have unit norm. Thus $W$ is orthogonal and $W^{-1} = W^T$. Extend your program so that it can also compute the inverse DWT.

(j) Take a picture of a beloved person or animal, translate it into a matrix $A$, where each element represents a pixel, and perform a 2D DWT by carrying out 1D DWTs over the rows, followed by 1D DWTs over the columns. Choose a threshold value $\tau > 0$ and set all matrix elements $a_{jk}$ with $|a_{jk}| \leq \tau$ to zero. What would the compression factor be if we would store $A$ as a sparse matrix by keeping only the nonzero values $a_{jk}$ together with their index pairs $(j, k)$? What does your beloved one look like after an inverse 2D DWT? You may vary $\tau$. 
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9. (** ) The discrete convolution of two vectors \( u \) and \( v \) of length \( n \) is defined as the vector \( u * v \) of length \( n \) with

\[
(u * v)_k = \sum_{j=0}^{n-1} u_j v_{k-j}, \quad \text{for } 0 \leq k < n,
\]

where \( v_j \) for \( j < 0 \) is defined by periodic extension with period \( n \), \( v_j = v_{j+n} \).

(a) Prove the convolution theorem:

\[
(F_n(u * v))_k = (F_n u)_k (F_n v)_k, \quad \text{for } 0 \leq k < n.
\]

How can we use this to perform a fast convolution? An important application of convolutions is high-precision arithmetic, used for instance in the record computation of \( \pi \) in zillions of decimals. This will become clear in the following.

(b) A large nonnegative integer can be stored as a sequence of coefficients, which represents its expansion in a radix-\( r \) digit system,

\[
x = (x_{m-1} \cdots x_1 x_0)_r = \sum_{k=0}^{m-1} x_k r^k,
\]

where \( 0 \leq x_k < r \), for all \( k \). We can view the integer \( x \) as a vector \( x \) of length \( m \) with integer components. Show that we can use a convolution to compute the product \( xy \) of two integers \( x \) and \( y \). Hint: pad the vectors of length \( m \) with at least \( m \) zeros, giving the vector \( u = (x_0, \ldots, x_{m-1}, 0, \ldots, 0)^T \) of length \( n \geq 2m \), and a similar vector \( v \). Note that \( u * v \) represents \( xy \) in the form (3.85), but its components may be larger than or equal to \( r \). The components can be reduced to values between 0 and \( r-1 \) by performing carry-add operations, similar to those used in ordinary decimal arithmetic.

(c) Use a parallel FFT to multiply two large integers in parallel. Choose \( r = 256 \), so that an expansion coefficient can be stored in a byte, that is, a \texttt{char}. Choose a suitable distribution for the FFTs and the carry-adds, not necessarily the same distribution. On input, each coefficient \( x_k \) is stored as a complex number, and on output the result must be rounded to the nearest integer. Check the maximum rounding error incurred during the convolution, to see whether the result components are sufficiently close to the nearest integer, with a solid safety margin.

(d) Check the correctness of the result by comparing with an ordinary (sequential) large-integer multiplication program, based on the \( O(m^2) \) algorithm you learnt at primary school. Sequentially, which \( m \) is the break-even point between the two multiplication methods?
(e) Check that

\begin{align*}
&102639592829741105772054196573991675900 \\
&716567808038066803341933521790711307779 \\
&\ast \\
&106603488380168454820927220360012878679 \\
&207958575989291522270608237193062808643 \\
&= \\
&109417386415705274218097073220403576120 \\
&037329454492059909138421314763499842889 \\
&347847179972578912673324976257528997818 \\
&33797076537244027146743531593354333897,
\end{align*}

which has 155 decimal digits and is called RSA-155. The reverse computation, finding the two (prime) factors of RSA-155 was posed as a cryptanalytic challenge by RSA Security; its solution took a total of 35 CPU years using 300 workstations and PCs in 1999 by Cavallar et al. [39]. (The next challenge, factoring a 174 decimal-digit number, carries an award of $10,000.)

(f) Develop other parallel functions for fast operations on large integers, such as addition and subtraction, using the block distribution.

(g) The Newton–Raphson method for finding a zero of a function \( f \), that is, an \( x \) with \( f(x) = 0 \), computes successively better approximations

\[
x^{(k+1)} = x^{(k)} - \frac{f(x^{(k)})}{f'(x^{(k)})}.
\]  

Apply this method with \( f(x) = 1/x - a \) and \( f(x) = 1/x^2 - a \) to compute \( 1/a \) and \( 1/\sqrt{a} \), respectively, with high precision for a given fixed real \( a \) using your parallel functions. Choose a suitable representation of \( a \) as a finite sequence of bytes. Pay special attention to termination of the Newton–Raphson iterations.

(h) At the time of writing, the world record in \( \pi \) computation is held by Kanada, Ushiro, Kuroda, Kudoh, and nine co-workers who obtained about 1241 100 000 000 decimal digits of \( \pi \) in December 2002 running a 64-processor Hitachi SR8000 supercomputer with peak speed of 2 Tflop/s for 600 h. They improved the previous record by Kanada and Takahashi who got 206 158 430 000 digits right in 1999 using all 128 processors of a Hitachi SR8000 parallel computer with peak speed of 1 Tflop/s. That run used the Gauss–Legendre method proposed by Brent [32] and Salamin [161], which works as follows. Define sequences
$a_0, a_1, a_2, \ldots$ and $b_0, b_1, b_2, \ldots$ by $a_0 = \sqrt{2}$, $b_0 = 1$, $a_{k+1} = (a_k + b_k)/2$ is the arithmetic mean of the pair $(a_k, b_k)$, and $b_{k+1} = \sqrt{a_k b_k}$ is its geometric mean, for $k \geq 0$. Let $c_k = 2^k(a_k^2 - b_k^2)$. Define the sequence $d_0, d_1, d_2, \ldots$ by $d_0 = 1$ and $d_{k+1} = d_k - c_{k+1}$. Then $\lim_{k \to \infty} 2a_k^2/d_k = \pi$, with fast convergence: the number of digits of $\pi$ produced doubles at every iteration. Use your own parallel functions to compute as many decimal digits of $\pi$ as you can. You need an efficient conversion from binary to decimal digits to produce human-readable output.
4

SPARSE MATRIX–VECTOR MULTIPLICATION

This chapter gently leads you into the world of irregular algorithms, through the example of multiplying a sparse matrix with a vector. The sparsity pattern of the matrix may be irregular, but fortunately it does not change during the multiplication, and the multiplication may be repeated many times with the same matrix. This justifies putting a lot of effort in finding a good data distribution for a parallel multiplication. We are able to analyse certain special types of matrices fully, such as random sparse matrices and Laplacian matrices, and of course we can also do this for dense matrices. For the first time, we encounter a useful non-Cartesian matrix distribution, which we call the Mondriaan distribution, and we study an algorithm for finding such a distribution for a general sparse matrix. The program of this chapter demonstrates the use of the bulk synchronous message passing primitives from BSPlib, which were designed to facilitate irregular computations; the discussion of these primitives completes the presentation of the whole BSPlib standard. After having read this chapter, you are able to design and implement parallel iterative solvers for linear systems and eigensystems, and to build higher-level solvers on top of them, such as solvers for nonlinear systems, partial differential equations, and linear programming problems.

4.1 The problem

Sparse matrices are matrices that are, well, sparsely populated by nonzero elements. The vast majority of their elements are zero. This is in contrast to dense matrices, which have mostly nonzero elements. The borderline between sparse and dense may be hard to draw, but it is usually clear whether a given matrix is sparse or dense.

For an $n \times n$ sparse matrix $A$, we denote the number of nonzeros by

$$nz(A) = |\{a_{ij} : 0 \leq i, j < n \land a_{ij} \neq 0\}|,$$

(4.1)

the average number of nonzeros per row or column by

$$c(A) = \frac{nz(A)}{n},$$

(4.2)

and the density by

$$d(A) = \frac{nz(A)}{n^2}.$$  

(4.3)
In this terminology, a matrix is sparse if \( nz(A) \ll n^2 \), or equivalently \( c(A) \ll n \), or \( d(A) \ll 1 \). We drop the \( A \) and write \( nz \), \( c \), and \( d \) in cases where this does not cause confusion. An example of a small sparse matrix is given by Fig. 4.1.

Sparse matrix algorithms are much more difficult to analyse than their dense matrix counterparts. Still, we can get some grip on their time and memory requirements by analysing them in terms of \( n \) and \( c \), while making simplifying assumptions. For instance, we may assume that \( c \) remains constant during a computation, or even that each matrix row has a fixed number of nonzeros \( c \).

In practical applications, sparse matrices are the rule rather than the exception. A sparse matrix arises in every situation where each variable from a large set of variables is connected to only a few others. For example, in a computation scheme for the heat equation discretized on a two-dimensional grid, the temperature at a grid point may be related to the temperatures at the neighbouring grid points to the north, east, south, and west. This can be expressed by a sparse linear system involving a sparse matrix with \( c = 5 \).

The problem studied in this chapter is the multiplication of a sparse square matrix \( A \) and a dense vector \( v \), yielding a dense vector \( u \),

\[
\mathbf{u} := \mathbf{A}\mathbf{v}. \tag{4.4}
\]

The size of \( A \) is \( n \times n \) and the length of the vectors is \( n \). The components of \( u \) are defined by

\[
u_i = \sum_{j=0}^{n-1} a_{ij} v_j, \quad \text{for } 0 \leq i < n. \tag{4.5}\]

Of course, we can exploit the sparsity of \( A \) by summing only those terms for which \( a_{ij} \neq 0 \).

Sparse matrix–vector multiplication is almost trivial as a sequential problem, but it is surprisingly rich as a parallel problem. Different sparsity patterns of \( A \) lead to a wide variety of communication patterns during a parallel computation. The main task then is to keep this communication within bounds.

Sparse matrix–vector multiplication is important in a range of computations, most notably in the iterative solution of linear systems and eigen-systems. Iterative solution methods start with an initial guess \( \mathbf{x}^0 \) of the solution and then successively improve it by finding better approximations \( \mathbf{x}^k \), \( k = 1, 2, \ldots \), until convergence within a prescribed error tolerance. Examples of such methods are the conjugate gradient method for solving symmetric positive definite sparse linear systems \( \mathbf{A}\mathbf{x} = \mathbf{b} \) and the Lanczos method for solving symmetric sparse eigensystems \( \mathbf{A}\mathbf{x} = \lambda\mathbf{x} \); for an introduction, see [79]. The attractive property of sparse matrix–vector multiplication as the core of these solvers is that the matrix does not change, and in particular that it remains sparse throughout the computation. This is in contrast to methods such as sparse LU decomposition that create \textbf{fill-in}, that is, new nonzeros. In
Fig. 4.1. Sparse matrix \texttt{cage6} with \( n = 93, \ nz = 785, \ c = 8.4, \) and \( d = 9.1\% \), generated in a DNA electrophoresis study by van Heukelum, Barkema, and Bisseling [186]. Black squares denote nonzero elements; white squares denote zeros. This transition matrix represents the movement of a DNA polymer in a gel under the influence of an electric field. Matrix element \( a_{ij} \) represents the probability that a polymer in state \( j \) moves to a state \( i \). The matrix has the name \texttt{cage6} because the model used is the cage model and the polymer modelled contains six monomers. The sparsity pattern of this matrix is symmetric (i.e. \( a_{ij} \neq 0 \) if and only if \( a_{ji} \neq 0 \)), but the matrix is unsymmetric (since in general \( a_{ij} \neq a_{ji} \)). In this application, the eigensystem \( Ax = x \) is solved by the power method, which computes \( Ax, A^2x, A^3x, \ldots \), until convergence. Solution component \( x_i \) represents the frequency of state \( i \) in the steady-state situation.
principle, iterative methods can solve larger systems, but convergence is not guaranteed.

The study of sparse matrix–vector multiplication also yields more insight into other areas of scientific computation. In a molecular dynamics simulation, the interaction between particles $i$ and $j$ can be described by a force $f_{ij}$. For short-range interactions, this force is zero if the particles are far apart. This implies that the force matrix $F$ is sparse. The computation of the new positions of particles moving under two-particle forces is similar to the multiplication of a vector by $F$. A two-dimensional particle domain and the corresponding matrix are shown in Fig. 4.2.

Algorithm 4.1 is a sequential sparse matrix–vector multiplication algorithm. The ‘for all’ statement of the algorithm must be interpreted such that all index pairs involved are handled in some arbitrary sequential order. Tests such as ‘$a_{ij} \neq 0$’ need never be performed in an actual implementation, since only the nonzeros of $A$ are stored in the data structure used. The formulation ‘$a_{ij} \neq 0$’ is a simple notational device for expressing sparsity without having to specify the details of a data structure. This allows us to formulate sparse matrix algorithms that are data-structure independent. The algorithm costs $2cn$ flops.

```plaintext
input: A: sparse n×n matrix,
v: dense vector of length n.
output: u: dense vector of length n, u = Av.

for i := 0 to n−1 do
  ui := 0;
for all (i, j): 0 ≤ i, j < n ∧ aij ≠ 0 do
  ui := ui + aijvj;
```

4.2 Sparse matrices and their data structures

The main advantage of exploiting sparsity is a reduction in memory usage (zeros are not stored) and computation time (operations with zeros are skipped or simplified). There is, however, a price to be paid, because sparse matrix algorithms are more complicated than their dense equivalents. Developing and implementing sparse algorithms costs more human time and effort. Furthermore, sparse matrix computations have a larger integer overhead associated with each floating-point operation. This implies that sparse matrix algorithms are less efficient than dense algorithms on sparse matrices with density close to one.

In this section, we discuss a few basic concepts from sparse matrix computations. For an extensive coverage of this field, see the books by Duff, Erisman, and Reid [63] and Zlatev [194]. To illustrate a fundamental sparse technique, we first study the addition of two sparse vectors. Assume that we have to add an input vector y of length n to an input vector x of length n, overwriting x. The vectors are sparse, which means that xi = 0 for most i and yi = 0 for most i. We denote the number of nonzeros of x by cx and that of y by cy.

To store x as a sparse vector, we only need 2cx memory cells: for each nonzero, we store its index i and numerical value xi as a pair (i, xi). Since storing x as a dense vector requires n cells, we save memory if cx < n/2. There is no need to order the pairs. In fact, ordering is sometimes disadvantageous in sparse matrix computations, for instance when the benefit from ordering the input is small but the obligation to order the output is costly. In the data structure, the vector x is stored as an array x of cx nonzeros. For a nonzero xi stored in position j, 0 ≤ j < cx, it holds that x[j].i = i and x[j].a = xi.

The computation of the new component xi requires a floating-point addition only if both xi ≠ 0 and yi ≠ 0. The case xi = 0 and yi ≠ 0 does not require a flop because the addition reduces to an assignment xi := yi. For yi = 0, nothing needs to be done.
Example 4.1  Vectors $x$, $y$ have length $n = 8$; their number of nonzeros is $c_x = 3$ and $c_y = 4$, respectively. Let $z = x + y$. The sparse data structure for $x$, $y$, and $z$ is:

\[
\begin{array}{c|cc}
  x[j].a & 2 & 5 \\
  x[j].i & 3 & 7 \\
  y[j].a & 1 & 4 \\
  y[j].i & 6 & 3 \\
  z[j].a & 3 & 9 \\
  z[j].i & 5 & 7 \\
\end{array}
\]

Now, I suggest you pause for a moment to think about how you would add two vectors $x$ and $y$ that are stored in the data structure described above. When you are done contemplating this, you may realize that the main problem is to find the matching pairs $(i, x_i)$ and $(i, y_i)$ without incurring excessive costs; this precludes for instance sorting. The magic trick is to use an auxiliary array of length $n$ that has been initialized already. We can use this array for instance to register the location of the components of the vector $y$ in its sparse data structure, so that for a given $i$ we can directly find the location $j = \text{loc}[i]$ where $y_i$ is stored. A value $\text{loc}[i] = -1$ denotes that $y_i$ is not stored in the data structure, implying that $y_i = 0$. After the computation, $\text{loc}$ must be left behind in the same state as before the computation, that is, with every array element set to $-1$. For each nonzero $y_i$, the addition method modifies the component $x_i$ if it is already nonzero and otherwise creates a new nonzero in the data structure of $x$. Algorithm 4.2 gives the details of the method.

This sparse vector addition algorithm is more complicated than the straightforward dense algorithm, but it has the advantage that the computation time is only proportional to the sum of the input lengths. The total number of operations is $O(c_x + c_y)$, since there are $c_x + 2c_y$ loop iterations, each with a small constant number of operations. The number of flops equals the number of nonzeros in the intersection of the sparsity patterns of $x$ and $y$. The initialization of array $\text{loc}$ costs $n$ operations, and this cost will dominate that of the algorithm itself if only one vector addition has to be performed. Fortunately, $\text{loc}$ can be reused in subsequent vector additions, because each modified array element is reset to $-1$. For example, if we add two $n \times n$ matrices row by row, we can amortize the initialization cost over $n$ vector additions. The relative cost of initialization then becomes insignificant.

The addition algorithm does not check its output for accidental zeros, that is, elements that are numerically zero but still present as a nonzero pair $(i, 0)$ in the data structure. Such accidental zeros are created for instance when a nonzero $y_i = -x_i$ is added to a nonzero $x_i$ and the resulting zero is retained in the data structure. Furthermore, accidental zeros can propagate: if $y_i$ is an accidental zero included in the data structure of $y$, and $x_i = 0$ is not in the data structure of $x$, then Algorithm 4.2 will insert the accidental
Algorithm 4.2. Addition of two sparse vectors.

\begin{verbatim}
input: x : sparse vector with \( c_x \geq 0 \) nonzeros, \( x = x_0 \),
y : sparse vector with \( c_y \geq 0 \) nonzeros,
loc : dense vector of length \( n \), \( \text{loc}[i] = -1 \), for \( 0 \leq i < n \).

output: \( x = x_0 + y \),
\( \text{loc}[i] = -1 \), for \( 0 \leq i < n \).

{ Register location of nonzeros of y }
\textbf{for} j := 0 \textbf{to} \( c_y - 1 \) \textbf{do}
\hspace{1em} \text{loc}[y[j],i] := j;

{ Add matching nonzeros of x and y }
\textbf{for} j := 0 \textbf{to} \( c_x - 1 \) \textbf{do}
\hspace{1em} i := x[j].i;
\hspace{2em} \textbf{if} \ \text{loc}[i] \neq -1 \textbf{then}
\hspace{3em} x[j].a := x[j].a + y[\text{loc}[i]].a;
\hspace{3em} \text{loc}[i] := -1;

{ Append remaining nonzeros of y to x }
\textbf{for} j := 0 \textbf{to} \( c_y - 1 \) \textbf{do}
\hspace{1em} i := y[j].i;
\hspace{2em} \textbf{if} \ \text{loc}[i] \neq -1 \textbf{then}
\hspace{3em} x[c_x].i := i;
\hspace{4em} x[c_x].a := y[j].a;
\hspace{4em} c_x := c_x + 1;
\hspace{3em} \text{loc}[i] := -1;
\end{verbatim}

zero into the data structure of \( x \). Still, testing all operations in a sparse matrix algorithm for zero results is more expensive than computing with a few additional nonzeros, so accidental zeros are usually kept. Another reason for keeping accidental zeros is that removing them would make the output data structure dependent on the numerical values of the input and not on their sparsity pattern alone. This may cause problems for certain computations, for example, if the same program is executed repeatedly for a matrix with different numerical values but the same sparsity pattern and if knowledge obtained from the first program run is used to speed up subsequent runs. (Often, the first run of a sparse matrix program uses a dynamic data structure but subsequent runs use a simplified static data structure based on the sparsity patterns encountered in the first run.) In our terminology, we ignore accidental zeros and we just assume that they do not exist.

Sparse matrices can be stored using many different data structures; the best choice depends on the particular computation at hand. Some of the most
common data structures are:

The **coordinate scheme**, or **triple scheme**. Every nonzero element $a_{ij}$ is represented by a triple $(i, j, a_{ij})$, where $i$ is the row index, $j$ the column index, and $a_{ij}$ the numerical value. The triples are stored in arbitrary order in an array. This data structure is easiest to understand and therefore is often used for input/output, for instance in Matrix Market [26], a WWW-based repository of sparse test matrix collections. It is also suitable for input to a parallel computer, since all information about a nonzero is contained in its triple. The triples can be sent directly and independently to the responsible processors. It is difficult, however, to perform row-wise or column-wise operations on this data structure.

**Compressed row storage** (CRS). Each row $i$ of the matrix is stored as a sparse vector consisting of pairs $(j, a_{ij})$ representing nonzeros. In the data structure, $a[k]$ denotes the numerical value of the nonzero numbered $k$, and $j[k]$ its column index. Rows are stored consecutively, in order of increasing row index. The address of the first nonzero of row $i$ is given by $\text{start}[i]$; the number of nonzeros of row $i$ equals $\text{start}[i + 1] - \text{start}[i]$, where by convention $\text{start}[n] = nz(A)$.

**Example 4.2**

\[
A = \begin{bmatrix}
0 & 3 & 0 & 0 & 1 \\
4 & 1 & 0 & 0 & 0 \\
0 & 5 & 9 & 2 & 0 \\
6 & 0 & 0 & 5 & 3 \\
0 & 0 & 5 & 8 & 9
\end{bmatrix}, \quad n = 5, \quad nz(A) = 13.
\]

The CRS data structure for $A$ is:

<table>
<thead>
<tr>
<th>$a[k]$</th>
<th>3</th>
<th>1</th>
<th>4</th>
<th>1</th>
<th>5</th>
<th>9</th>
<th>2</th>
<th>6</th>
<th>5</th>
<th>3</th>
<th>5</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j[k]$</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$k$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>$\text{start}[i]$</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$i$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The CRS data structure has the advantage that the elements of a row are stored consecutively, so that row-wise operations are easy. If we compute $u := Av$ by components of $u$, then the nonzero elements $a_{ij}$ needed to compute $u_i$ are conveniently grouped together, so that the value of $u_i$ can be kept in cache on a cache-based computer, thus speeding up the computation. Algorithm 4.3 shows a sequential sparse matrix–vector multiplication that uses CRS.
Algorithm 4.3. Sequential sparse matrix–vector multiplication for the CRS data structure.

| input: A: sparse n × n matrix,  |
| v : dense vector of length n.  |
| output: u : dense vector of length n, u = Av. |

\[
\text{for } i := 0 \text{ to } n - 1 \text{ do} \\
\quad u[i] := 0; \\
\quad \text{for } k := \text{start}[i] \text{ to } \text{start}[i + 1] - 1 \text{ do} \\
\quad \quad u[i] := u[i] + a[k] \cdot v[j[k]]; \\
\]

Compressed column storage (CCS). Similar to CRS, but with columns instead of rows. This is the data structure employed by the Harwell–Boeing collection [64], now called the Rutherford–Boeing collection [65], the first sparse test matrix collection that found widespread use. The motivation for building such a collection is that researchers testing different algorithms on different machines should at least be able to use a common set of test problems, in particular in the sparse matrix field where rigid analysis is rare and where heuristics reign.

Incremental compressed row storage (ICRS) [124]. A variant of CRS, where the location \((i, j)\) of a nonzero \(a_{ij}\) is encoded as a one-dimensional index \(i \cdot n + j\), and the difference with the one-dimensional index of the previous nonzero is stored (except for the first nonzero, where the one-dimensional index itself is stored). The nonzeros within a row are ordered by increasing column index, so that the one-dimensional indices form a monotonically increasing sequence. Thus, their differences are positive integers, which are called the increments and are stored in an array inc. A dummy nonzero is added at the end, representing a dummy location \((n, 0)\); this is useful in addressing the inc array. Note that the increments are less than \(2n\) if the matrix does not have empty rows. If there are many empty rows, increments can become large (but at most \(n^2\)), so we must make sure that each increment fits in a data word.

**Example 4.3** The matrix \(A\) is the same as in Example 4.2. The ICRS data structure for \(A\) is given by the arrays \(a\) and \(inc\) from:

| \(a[k]\) | 3 | 1 | 4 | 1 | 5 | 9 | 2 | 6 | 5 | 3 | 5 | 8 | 9 | 0 |
|\(j[k]\) | 1 | 4 | 0 | 1 | 1 | 2 | 3 | 0 | 3 | 4 | 2 | 3 | 4 | 0 |
|\(i[k] \cdot n + j[k]\) | 1 | 4 | 5 | 6 | 11 | 12 | 13 | 15 | 18 | 19 | 22 | 23 | 24 | 25 |
| inc[k] | 1 | 3 | 1 | 1 | 5 | 1 | 2 | 3 | 1 | 3 | 1 | 1 | 1 | 1 |
| \(k\) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |

The ICRS data structure has been used in Parallel Templates [124], a parallel version of the Templates package for iterative solution of sparse linear
Algorithm 4.4. Sequential sparse matrix–vector multiplication for the ICRS data structure.

```plaintext
input:  A: sparse n × n matrix,
       v : dense vector of length n.
output: u : dense vector of length n, u = Av.

j := inc[0];
k := 0;
for i := 0 to n − 1 do
  u[i] := 0;
  while j < n do
    u[i] := u[i] + a[k] · v[j];
    k := k + 1;
    j := j + inc[k];
  j := j − n;
```

systems [11]. ICRS does not need the start array and its implementation in C was found to be somewhat faster than that of CRS because the increments translate well into the pointer arithmetic of the C language. Algorithm 4.4 shows a sequential sparse matrix–vector multiplication that uses ICRS. Note that the algorithm avoids the indirect addressing of the vector v in the CRS data structure, replacing access to v[j[k]] by access to v[j].

**Jagged diagonal storage (JDS).** The matrix A is permuted into a matrix PA by ordering the rows by decreasing number of nonzeros. The first jagged diagonal is formed by taking the first nonzero element of every row in PA. If the matrix does not have empty rows, the length of the first jagged diagonal is n. The second jagged diagonal is formed by taking the second nonzero of every row. The length may now be less than n. This process is continued, until all c₀ jagged diagonals have been formed, where c₀ is the number of nonzeros of row 0 in PA. As in CRS, for each element the numerical value and column index are stored. The main advantage of JDS is the large average length of the jagged diagonals (of order n) that occurs if the number of nonzeros per row does not vary too much. In that case, the sparse matrix–vector multiplication can be done using efficient operations on long vectors.

**Gustavson’s data structure** [89]. This data structure combines CRS and CCS, except that it stores the numerical values only for the rows. It provides row-wise and column-wise access to the matrix, which is useful for sparse LU decomposition.

The **two-dimensional doubly linked list**. Each nonzero is represented by a tuple, which includes i, j, a_ij, and links to a next and a previous
nonzero in the same row and column. The elements within a row or column need not be ordered. This data structure gives maximum flexibility: row-wise and column-wise access are easy and elements can be inserted and deleted in $O(1)$ operations. Therefore it is applicable in dynamic computations where the matrix changes. The two-dimensional doubly linked list was proposed as the best data structure for parallel sparse LU decomposition with pivoting [183], where frequently rows or columns have to move from one set of processors to another. (A two-dimensional singly linked list for sparse linear system solving was already presented by Knuth in 1968 in the first edition of [122].) A disadvantage of linked list data structures is the amount of storage needed, for instance seven memory cells per nonzero for the doubly linked case, which is much more than the two cells per nonzero for CRS. A severe disadvantage is that following the links causes arbitrary jumps in the computer memory, thus often incurring cache misses.

**Matrix-free storage.** In certain applications it may be too costly or unnecessary to store the matrix explicitly. Instead, each matrix element is recomputed every time it is needed. In certain situations this may enable the solution of huge problems that otherwise could not have been solved.

### 4.3 Parallel algorithm

How to distribute a sparse matrix over the processors of a parallel computer? Should we first build a data structure and then distribute it, or should we start from the distribution? The first approach constructs a global data structure and then distributes its components; a parallelizing compiler would take this road. Unfortunately, this requires global collaboration between the processors, even for basic operations such as insertion of a new nonzero. For example, if the nonzeros of a matrix row are linked in a list with each nonzero pointing to the next, then the predecessor and the successor in the list and the nonzero to be inserted may reside on three different processors. This means that three processors have to communicate to adjust their link information.

The alternative approach distributes the sparse matrix first, that is, distributes its nonzeros over the processors, assigning a subset of the nonzeros to each processor. The subsets are disjoint, and together they contain all nonzeros. (This means that the subsets form a **partitioning** of the nonzero set.) Each subset can be viewed as a smaller sparse submatrix containing exactly those rows and columns that have nonzeros in the subset and exactly those nonzeros that are part of the subset. Submatrices can then be stored using a familiar sequential sparse matrix data structure. This approach has the virtue of simplicity: it keeps basic operations such as insertion and deletion local. When a new nonzero is inserted, the distribution scheme first determines which processor is responsible, and then this processor inserts the nonzero in its local data structure without communicating. Because of this, our motto is: distribute first, represent later.
We have already encountered Cartesian matrix distributions (see Section 2.3), which are suitable for dense LU decomposition and many other matrix computations, sparse as well as dense. Here, however, we would like to stay as general as possible and remove the restriction of Cartesianity. This will give us, in principle, more possibilities to find a good distribution. We do not fear the added complexity of non-Cartesian distributions because the sparse matrix–vector multiplication is a relatively simple problem, and because the matrix does not change in this computation (unlike for instance in LU decomposition). Our general scheme maps nonzeros to processors by

\[ a_{ij} \mapsto P(\phi(i, j)), \quad \text{for } 0 \leq i, j < n \quad \text{and} \quad a_{ij} \neq 0, \]  

(4.6)

where \( 0 \leq \phi(i, j) < p \). Zero elements of the matrix are not assigned to processors. For notational convenience, we define \( \phi \) also for zeros: \( \phi(i, j) = -1 \) if \( a_{ij} = 0 \). Note that we use a one-dimensional processor numbering for our general matrix distribution. For the moment, we do not specify \( \phi \) further. Obviously, it is desirable that the nonzeros of the matrix are evenly spread over the processors. Figure 4.3 shows a non-Cartesian matrix distribution. (Note that the distribution in the figure is indeed not Cartesian, since a Cartesian distribution over two processors must be either a row distribution or a column distribution, and clearly neither is the case.)

Each nonzero \( a_{ij} \) is used only once in the matrix–vector multiplication. Furthermore, usually \( \text{nz}(A) \gg n \) holds, so that there are many more nonzeros than vector components. For these reasons, we perform the computation of \( a_{ij} \cdot v_j \) on the processor that possesses the nonzero element. Thus, we bring the vector component to the matrix element, and not the other way round. We add products \( a_{ij}v_j \) belonging to the same row \( i \); the resulting sum is the local contribution to \( u_i \), which is sent to the owner of \( u_i \). This means that we do not have to communicate elements of \( A \), but only components of \( v \) and contributions to components of \( u \).

How to distribute the input and output vectors of a sparse matrix–vector multiplication? In most iterative linear system solvers and eigensystem solvers, the same vector is repeatedly multiplied by a matrix \( A \), with a few vector operations interspersed. These vector operations are mainly DAXPYs (additions of a scalar times a vector to a vector) and inner product computations. In such a situation, it is most natural to distribute all vectors in the same way, and in particular the input and output vectors of the matrix–vector multiplication, thus requiring \( \text{distr}(u) = \text{distr}(v) \).

Another common situation is that the multiplication by \( A \) is followed by a multiplication by \( A^T \). This happens for instance when a vector has to be multiplied by a matrix \( B = A^T A \), where \( B \) itself is not explicitly stored but only its factor \( A \). The output vector of the multiplication by \( A \) is thus the input vector of the multiplication by \( A^T \), so that we do not need to revert immediately to the same distribution. In this situation, we can use two different distributions, so that \( \text{distr}(u) \neq \text{distr}(v) \) is allowed.
For a vector $\mathbf{u}$ of length $n$, we map components to processors by

$$u_i \mapsto P(\phi_{\mathbf{u}}(i)), \quad \text{for } 0 \leq i < n,$$

where $0 \leq \phi_{\mathbf{u}}(i) < p$. To stay as general as possible, we assume that we have two mappings, $\phi_{\mathbf{u}}$ and $\phi_{\mathbf{v}}$, describing the vector distributions; these can be different, as happens in Fig. 4.3. Often, it is desirable that vector components are evenly spread over the processors, to balance the work load of vector operations in other parts of an application.

It becomes straightforward to derive a parallel algorithm, once we have chosen the distribution of the matrix and the vectors and once we have decided to compute the products $a_{ij}v_j$ on the processor that contains $a_{ij}$. Let us focus first on the main computation, which is a local sparse matrix–vector multiplication. Processor $P(s)$ multiplies each local nonzero element $a_{ij}$ by $v_j$ and adds the result into a local partial sum,

$$u_{is} = \sum_{0 \leq j < n, \phi(i,j) = s} a_{ij}v_j,$$

for all $i$ with $0 \leq i < n$. As in the sequential case, only terms for which $a_{ij} \neq 0$ are summed. Furthermore, only the local partial sums $u_{is}$ for which the set $\{j : 0 \leq j < n \land \phi(i,j) = s\}$ is nonempty are computed. (The other partial
Algorithm 4.5. Parallel sparse matrix–vector multiplication for $P(s)$.

\begin{algorithm}
\begin{align*}
\text{input: } & A: \text{ sparse } n \times n \text{ matrix, } \text{distr}(A) = \phi, \\
& \mathbf{v}: \text{ dense vector of length } n, \text{distr}(\mathbf{v}) = \phi_v. \\
\text{output: } & \mathbf{u}: \text{ dense vector of length } n, \mathbf{u} = A\mathbf{v}, \text{distr}(\mathbf{u}) = \phi_u.
\end{align*}
\end{algorithm}

$I_s = \{i : 0 \leq i < n \land (\exists j : 0 \leq j < n \land \phi(i, j) = s)\}$

$J_s = \{j : 0 \leq j < n \land (\exists i : 0 \leq i < n \land \phi(i, j) = s)\}$

\begin{enumerate}
\item \{ Fanout \}
\begin{algorithmic}
\ForAll {$j \in J_s$}
\State get $v_j$ from $P(\phi_v(j))$;
\EndFor
\end{algorithmic}
\item \{ Local sparse matrix–vector multiplication \}
\begin{algorithmic}
\ForAll {$i \in I_s$}
\State $u_{is} := 0$;
\ForAll {$j : 0 \leq j < n \land \phi(i, j) = s$}
\State $u_{is} := u_{is} + a_{ij} v_j$;
\EndFor
\EndFor
\end{algorithmic}
\item \{ Fanin \}
\begin{algorithmic}
\ForAll {$i \in I_s$}
\State put $u_{is}$ in $P(\phi_u(i))$;
\EndFor
\end{algorithmic}
\item \{ Summation of nonzero partial sums \}
\begin{algorithmic}
\ForAll {$i : 0 \leq i < n \land \phi_u(i) = s$}
\State $u_i := 0$;
\ForAll {$t : 0 \leq t < p \land u_{it} \neq 0$}
\State $u_i := u_i + u_{it}$;
\EndFor
\EndFor
\end{algorithmic}
\end{enumerate}

(0) sums are zero.) If there are less than $p$ nonzeros in row $i$, then certainly one or more processors will have an empty row part. For $c \ll p$, this will happen in many rows. To exploit this, we introduce the index set $I_s$ of the rows that are locally nonempty in processor $P(s)$. We compute $u_{is}$ if and only if $i \in I_s$. An example of row index sets is depicted in Fig. 4.3(b). Superstep (1) of Algorithm 4.5 is the resulting local matrix–vector multiplication.

A suitable sparse data structure must be chosen to implement super-step (1). Since we formulate our algorithm by rows, row-based sparse data structures such as CRS and ICRS are a good choice, see Section 4.2. The data structure should, however, only include nonempty local rows, to avoid unacceptable overhead for very sparse matrices. To achieve this, we can number the nonempty local rows from 0 to $|I_s| - 1$. The corresponding indices
Fig. 4.4. Communication during sparse matrix–vector multiplication. The matrix is the same as in Fig. 4.3. Vertical arrows denote communication of components \( v_j \): \( v_0 \) must be sent from its owner \( P(1) \) to \( P(0) \), which owns the nonzeros \( a_{10} = 4 \) and \( a_{30} = 6 \); \( v_2 \) must be sent from \( P(0) \) to \( P(1) \); \( v_1, v_3, v_4 \) need not be sent. Horizontal arrows denote communication of partial sums \( u_{is} \): \( P(1) \) sends its contribution \( u_{01} = 3 \) to \( P(0) \); \( P(0) \) sends \( u_{20} = 14 \) to \( P(1) \); and \( P(1) \) sends \( u_{31} = 29 \) to \( P(0) \). \( u_1 \) and \( u_4 \) are computed locally, without contribution from the other processor. The total communication volume is \( V = 5 \) data words.

\( i \) are the local indices. The original global indices from the set \( I_s \) are stored in increasing order in an array \( \text{rowindex} \) of length \( |I_s| \). For \( 0 \leq i < |I_s| \), the global row index is \( i = \text{rowindex}[i] \). If for instance CRS is used, the address of the first local nonzero of row \( i \) is \( \text{start}[i] \) and the number of local nonzeros of row \( i \) is \( \text{start}[i + 1] - \text{start}[i] \).

The vector component \( v_j \) needed for the computation of \( a_{ij}v_j \) must be obtained before the start of superstep (1). This is done in communication superstep (0), see the vertical arrows in Fig. 4.4. The processor that has to receive \( v_j \) knows from its local sparsity pattern that it needs this component. On the other hand, the processor that has to send the value is not aware of the needs of the receiver. This implies that the receiver should be the initiator of the communication, that is, we should use a ‘get’ primitive. Here, we encounter an important difference between dense and sparse algorithms. In dense algorithms, the communication patterns are predictable and thus known to every processor, so that we can formulate communication supersteps exclusively in terms of ‘put’ primitives. In sparse algorithms, this is often not the case, and we have to use ‘get’ primitives as well.

Component \( v_j \) has to be obtained only once by every processor that needs it, even if it is used repeatedly for different local nonzeros \( a_{ij} \) in the same matrix column \( j \). If column \( j \) contains at least one local nonzero, then \( v_j \) must be obtained; otherwise, \( v_j \) is not needed. Therefore, it is convenient to define the index set \( J_s \) of the locally nonempty columns, similar to the row index set \( I_s \). We get \( v_j \) if and only if \( j \in J_s \). This gives superstep (0) of
Algorithm 4.5. We call superstep (0) the **fanout**, because vector components fan out from their initial location. The set $J_s$ can be represented by an array $\text{colindex}$ of length $|J_s|$, similar to $\text{rowindex}$. An example of column index sets is also depicted in Fig. 4.3(b). We consider the arrays $\text{rowindex}$ and $\text{colindex}$ to be part of the data structure for the local sparse matrix.

The partial sum $u_{is}$ must be contributed to $u_i$ if the local row $i$ is nonempty, that is, if $i \in I_s$. In that case, we call $u_{is}$ nonzero, even if accidental cancellation of terms $a_{ij}v_j$ has occurred. Each nonzero partial sum $u_{is}$ should be sent to the processor that possesses $u_i$. Note that in this case the sender has the knowledge about the existence of a nonzero partial sum, so that we have to use a ‘put’ primitive. The resulting communication superstep is superstep (2), which we call the **fanin**, see the horizontal arrows in Fig. 4.4.

Finally, the processor responsible for $u_i$ computes its value by adding the previously received nonzero contributions $u_{it}$, $0 \leq t < p$ with $t \neq s$, and the local contribution $u_{is}$. This is superstep (3).

‘Wat kost het?’ is an often-used Dutch phrase meaning ‘How much does it cost?’. Unfortunately, the answer here is, ‘It depends’, because the cost of Algorithm 4.5 depends on the matrix $A$ and the chosen distributions $\phi, \phi_\text{v}, \phi_\text{u}$. Assume that the matrix nonzeros are evenly spread over the processors, each processor having $cn/p$ nonzeros. Assume that the vector components are also evenly spread over the processors, each processor having $n/p$ components. Under these two load balancing assumptions, we can obtain an upper bound on the cost. This bound may be far too pessimistic, since distributions may exist that reduce the communication cost by a large factor.

The cost of superstep (0) is as follows. In the worst case, $P(s)$ must receive all $n$ components $v_j$ except for the $n/p$ locally available components. Therefore, in the worst case $h_r = n - n/p$; also, $h_s = n - n/p$, because the $n/p$ local vector components must be sent to the other $p - 1$ processors. The cost is $T(0) = (1 - 1/p)ng + l$. The cost of superstep (1) is $T(1) = 2cn/p + l$, since two flops are needed for each local nonzero. The cost of superstep (2) is $T(2) = (1 - 1/p)ng + l$, similar to $T(0)$. The cost of superstep (3) is $T(3) = n + l$, because each of the $n/p$ local vector components is computed by adding at most $p$ partial sums. The total cost of the algorithm is thus bounded by

$$T_{MV} \leq \frac{2cn}{p} + n + 2 \left(1 - \frac{1}{p}\right)ng + 4l. \quad (4.9)$$

Examining the upper bound (4.9), we see that the computation cost dominates if $2cn/p > 2ng$, that is, if $c > pg$. In that (rare) case, a distribution is already efficient if it only satisfies the two load balancing assumptions. Note that it is the number of nonzeros per row $c$ and not the density $d$ that directly determines the efficiency. Here, and in many other cases, we see that the parameter $c$ is the most useful one to characterize the sparsity of a matrix.
The synchronization cost of \(4l\) is usually insignificant and it does not grow with the problem size.

To achieve efficiency for smaller \(c\), we can use a Cartesian distribution and exploit its two-dimensional nature, see Section 4.4, or we can refine the general distribution scheme using an automatic procedure to detect the underlying structure of the matrix, see Section 4.5. We can also exploit known properties of specific classes of sparse matrices, such as random sparse matrices, see Section 4.7, and Laplacian matrices, see Section 4.8.

In our model, the cost of a computation is the BSP cost. A closely related metric is the communication volume \(V\), which is the total number of data words sent. The volume depends on \(\phi\), \(\phi_u\), and \(\phi_v\). For a given matrix distribution \(\phi\), a lower bound \(V_\phi\) on \(V\) can be obtained by counting for each vector component \(u_i\) the number of processors \(p_i\) that has a nonzero \(a_{ij}\) in matrix row \(i\) and similarly for each vector component \(v_j\) the number of processors \(q_j\) that has a nonzero \(a_{ij}\) in matrix column \(j\). The lower bound equals

\[
V_\phi = \sum_{0 \leq i < n, \ p_i \geq 1} (p_i - 1) + \sum_{0 \leq j < n, \ q_j \geq 1} (q_j - 1),
\]

(4.10)

because every processor that has a nonzero in a matrix row \(i\) must send a value \(u_{is}\) in superstep (2), except perhaps one processor (the owner of \(u_i\)), and similarly every processor that has a nonzero in a matrix column \(j\) must receive \(v_j\) in superstep (0), except perhaps one processor (the owner of \(v_j\)).

An upper bound is \(V_\phi + 2n\), because in the worst case all \(n\) components \(u_i\) are owned by processors that do not have a nonzero in row \(i\), and similar for the components \(v_j\). Therefore,

\[
V_\phi \leq V \leq V_\phi + 2n.
\]

(4.11)

We can achieve \(V = V_\phi\) by choosing the vector distribution after the matrix distribution, taking care that \(u_i\) is assigned to one of the processors that owns a nonzero \(a_{ij}\) in row \(i\), and similar for \(v_i\). We can always do this if \(u_i\) and \(v_i\) can be assigned independently; if, however, they must be assigned to the same processor, and \(a_{ii} = 0\), then achieving the lower bound may be impossible. If \(\text{distr}(u) = \text{distr}(v)\) must be satisfied, we can achieve

\[
V = V_\phi + |\{i : 0 \leq i < n \land a_{ii} = 0\}|,
\]

(4.12)

and hence certainly \(V \leq V_\phi + n\). In the example of Fig. 4.4, the communication volume can be reduced from \(V = 5\) to \(V_\phi = 4\) if we would assign \(v_0\) to \(P(0)\) instead of \(P(1)\).

### 4.4 Cartesian distribution

For sparse matrices, a Cartesian distribution is defined in the same way as for dense matrices, by mapping an element \(a_{ij}\) (whether it is zero or not)
to a processor $P(\phi_0(i), \phi_1(j))$ with $0 \leq \phi_0(i) < M$, $0 \leq \phi_1(j) < N$, and $p = MN$. We can fit this assignment in our general scheme by identifying one-dimensional and two-dimensional processor numbers. An example is the natural column-wise identification

$$P(s, t) \equiv P(s + tM), \quad \text{for } 0 \leq s < M \quad \text{and} \quad 0 \leq t < N,$$

which can also be written as

$$P(s) \equiv P(s \mod M, s \div M), \quad \text{for } 0 \leq s < p.$$  

Thus we map nonzeros $a_{ij}$ to processors $P(\phi(i, j))$ with

$$\phi(i, j) = \phi_0(i) + \phi_1(j)M, \quad \text{for } 0 \leq i, j < n \quad \text{and} \quad a_{ij} \neq 0.$$  

Again we define $\phi(i, j) = -1$ if $a_{ij} = 0$. In this section, we examine only Cartesian distributions, and use both one-dimensional and two-dimensional processor numberings, choosing the numbering that is most convenient in the given situation.

Cartesian distributions have the same advantage for sparse matrices as for dense matrices: row-wise operations require communication only within processor rows and column-wise operations only within processor columns, and this restricts the amount of communication. For sparse matrix–vector multiplication this means that a vector component $v_j$ has to be sent to at most $M$ processors, and a vector component $u_i$ is computed using contributions received from at most $N$ processors. Another advantage is simplicity: Cartesian distributions partition the matrix orthogonally into rectangular submatrices (with rows and columns that are not necessarily consecutive in the original matrix). In general, non-Cartesian distributions create arbitrarily shaped matrix parts, see Fig. 4.3. We can view the local part of a processor $P(s)$ as a submatrix $\{a_{ij} : i \in I_s \land j \in J_s\}$, but in the non-Cartesian case the local submatrices may overlap. For instance, in Fig. 4.3(b), we note that column 2 has three overlapping elements. In the Cartesian case, however, the local submatrix of a processor $P(s)$ equals its Cartesian submatrix $\{a_{ij} : \phi_0(i) = s \mod M \land \phi_1(j) = s \div M\}$ without the empty rows and columns. Since the Cartesian submatrices are disjoint, the local submatrices are also disjoint. Figure 4.5 shows a Cartesian distribution of the matrix cage6.

To reduce communication, the matrix distribution and the vector distribution should match. The vector component $v_j$ is needed only by processors that possess an $a_{ij} \neq 0$ with $0 \leq i < n$, and these processors are contained in processor column $P(*, \phi_1(j))$. Assigning component $v_j$ to one of the processors in that processor column reduces the upper bound on the communication,
Fig. 4.5. Sparse matrix cage6 with \( n = 93 \) and \( nz = 785 \) distributed in a Cartesian manner over four processors with \( M = N = 2 \); the matrix is the same as the one shown in Fig. 4.1. Black squares denote nonzero elements; white squares denote zeros. Lines denote processor boundaries. The processor row of a matrix element \( a_{ij} \) is denoted by \( s = \phi_0(i) \), and the processor column by \( t = \phi_1(j) \). The distribution has been determined visually, by trying to create blocks of rows and columns that fit the sparsity pattern of the matrix. Note that the matrix diagonal is assigned in blocks to the four processors, in the order \( P(0) \equiv P(0, 0), P(1) \equiv P(1, 0), P(2) \equiv P(0, 1), \) and \( P(3) \equiv P(1, 1) \). The number of nonzeros of the processors is 216, 236, 76, 257, respectively. The number of diagonal elements is 32, 28, 12, 21, respectively; these are all nonzero. Assume that the vectors \( \mathbf{u} \) and \( \mathbf{v} \) are distributed in the same way as the matrix diagonal. In that case, 64 (out of 93) components of \( \mathbf{v} \) must be communicated in superstep (0) of the sparse matrix–vector multiplication, and 72 contributions to \( \mathbf{u} \) in superstep (2). For example, components \( v_0, \ldots, v_{15} \) are only needed locally. The total communication volume is \( V = 136 \) and the BSP cost is \( 24g + 2 \cdot 257 + 28g + 28 \cdot 2 + 4l = 570 + 52g + 4l \). Try to verify these numbers by clever counting!
because then \( v_j \) has to be sent to at most \( M - 1 \) processors, instead of \( M \). This decrease in upper bound may hardly seem worthwhile, especially for large \( M \), but the lower bound also decreases, from one to zero, and this is crucial. If \( v_j \) were assigned to a different processor column, it would always have to be communicated (assuming that matrix column \( j \) is nonempty). If component \( v_j \) is assigned to processor column \( P(\ast, \phi_1(j)) \), then there is a chance that it is needed only by its own processor, so that no communication is required. A judicious choice of distribution may enhance this effect. This is the main reason why for Cartesian matrix distributions we impose the constraint that \( v_j \) resides in \( P(\ast, \phi_1(j)) \). If we are free to choose the distribution of \( v \), we assign \( v_j \) to one of the owners of nonzeros in matrix column \( j \), thereby satisfying the constraint.

We impose a similar constraint on the output vector \( u \). To compute \( u_i \), we need contributions from the processors that compute the products \( a_{ij}v_j \), for \( 0 \leq j < n \) and \( a_{ij} \neq 0 \). These processors are all contained in processor row \( P(\phi_0(i), \ast) \). Therefore, we assign \( u_i \) to a processor in that processor row. The number of contributions sent for \( u_i \) is thus at most \( N - 1 \). If we are free to choose the distribution of \( u \), we assign \( u_i \) to one of the owners of nonzeros in matrix row \( i \).

If the requirement \( \text{distr}(u) = \text{distr}(v) \) must be satisfied, our constraints on \( u \) and \( v \) imply that \( u_i \) and \( v_i \) must be assigned to \( P(\phi_0(i), \phi_1(i)) \), which is the processor that owns the diagonal element \( a_{ii} \) in the Cartesian distribution of \( A \). In that case,

\[
\phi_u(i) = \phi_v(i) = \phi_0(i) + \phi_1(i)M, \quad \text{for } 0 \leq i < n. \tag{4.16}
\]

As a result, for a fixed \( M \) and \( N \), the choice of a Cartesian matrix distribution determines the vector distribution. The reverse is also true: an arbitrary matrix element \( a_{ij} \) is assigned to the processor row that possesses the vector component \( u_i \) and to the processor column that possesses \( u_j \).

The following trivial but powerful theorem states that the amount of communication can be restricted based on a suitable distribution of the vectors.

**Theorem 4.4** Let \( A \) be a sparse \( n \times n \) matrix and \( u, v \) vectors of length \( n \). Assume that: (i) the distribution of \( A \) is Cartesian, \( \text{distr}(A) = (\phi_0, \phi_1) \); (ii) the distribution of \( u \) is such that \( u_i \) resides in \( P(\phi_0(i), \ast) \), for all \( i \); (iii) the distribution of \( v \) is such that \( v_j \) resides in \( P(\ast, \phi_1(j)) \), for all \( j \). Then: if \( u_i \) and \( v_j \) are assigned to the same processor, the matrix element \( a_{ij} \) is also assigned to that processor and does not cause communication.

**Proof** Component \( u_i \) is assigned to a processor \( P(\phi_0(i), t) \) and component \( v_j \) to a processor \( P(s, \phi_1(j)) \). Since this is the same processor, it follows that \( (s, t) = (\phi_0(i), \phi_1(j)) \), so that this processor also owns matrix element \( a_{ij} \). \( \square \)
**Example 4.5** Let $A$ be the $n \times n$ tridiagonal matrix defined by


This matrix represents a Laplacian operator on a one-dimensional grid of $n$ points. (Section 4.8 treats Laplacian operators on multidimensional grids.) The nonzeros are the elements on the main diagonal and on the diagonals immediately above and below it, so that $a_{ij} \neq 0$ if and only if $i - j = 0, \pm 1$. Assume that we have to find a suitable Cartesian matrix distribution $(\phi_0, \phi_1)$ and a single distribution for the input and output vectors. Theorem 4.4 says that here it is best to assign $u_i$ and $u_j$ to the same processor if $i - j = 0, \pm 1$. Therefore, a suitable vector distribution over $p$ processors is the block distribution,

$$u_i \mapsto P \left( i \ \text{div} \ \left\lfloor \frac{n}{p} \right\rfloor \right), \quad \text{for } 0 \leq i < n. \quad (4.17)$$

Communication takes place only on the boundary of a block. Each processor has to send and receive at most two components $v_j$, and to send and receive at most two contributions to a component $u_i$. The vector distribution completely determines the matrix distribution, except for the choice of $M$ and $N$.

For $n = 12$ and $M = N = 2$, the matrix distribution corresponding to the block distribution of the vectors is


Position $(i, j)$ of $\text{distr}(A)$ gives the one-dimensional identity of the processor that possesses matrix element $a_{ij}$. The matrix distribution is obtained by first distributing the matrix diagonal in the same way as the vectors, and
then translating the corresponding one-dimensional processor numbers into two-dimensional numbers by \( P(0) \equiv P(0,0), P(1) \equiv P(1,0), P(2) \equiv P(0,1), \) and \( P(3) \equiv P(1,1) \). After that, the off-diagonal nonzeros are assigned to processors, for instance \( a_{56} \) is in the same processor row as \( a_{55} \), which is owned by \( P(1) = P(1,0) \), and it is in the same processor column as \( a_{66} \), which is owned by \( P(2) = P(0,1) \). Thus \( a_{56} \) is owned by \( P(1,1) = P(3) \). Note that this distribution differs only slightly from the row distribution defined by \( M = 4, N = 1; \) the only elements distributed differently are \( a_{56} \) and \( a_{65} \) (marked in boldface), which in the row distribution are assigned to \( P(1) \) and \( P(2) \), respectively.

The cost of Algorithm 4.5 for a Cartesian distribution depends on the matrix \( A \) and the chosen distribution. Because of our additional assumptions, we can improve the upper bound (4.9). As before, we assume a good spread of the matrix elements and vector components over the processors, but now we also assume a good spread of the matrix rows over the processor rows and the matrix columns over the processor columns. In superstep \((0)\), \( P(s,t) \) must receive at most all components \( v_j \) with \( \phi_1(j) = t \), except for the \( n/p \) locally available components. Therefore, in the worst case \( h_r = n/N - n/p = (M - 1)n/p = h_s \). The cost is at most \( T_{(0)} = (M - 1)ng/p + l \). As before, \( T_{(1)} = 2cn/p + l \). The cost of superstep \((2)\) is at most \( T_{(2)} = (N - 1)ng/p + l \), similar to \( T_{(0)} \). The cost of superstep \((3)\) is at most \( T_{(3)} = Nn/p + l = n/M + l \), because each of the \( n/p \) local vector components is computed by adding at most \( N \) partial sums. The total cost of the algorithm is thus bounded by

\[
T_{MV, M \times N} \leq \frac{2cn}{p} + \frac{n}{M} + \frac{M + N - 2}{p}ng + 4l. \tag{4.18}
\]

The communication term of the upper bound (4.18) is minimal for \( M = N = \sqrt{p} \). For that choice, the bound reduces to

\[
T_{MV, \sqrt{p} \times \sqrt{p}} \leq \frac{2cn}{p} + \frac{n}{\sqrt{p}} + 2 \left( \frac{1}{\sqrt{p}} - \frac{1}{p} \right) ng + 4l. \tag{4.19}
\]

Examining the upper bound (4.19), we see that the computation cost dominates if \( 2cn/p > 2ng/\sqrt{p} \), that is, if \( c > \sqrt{pg} \). This is an improvement of the critical \( c \)-value by a factor \( \sqrt{p} \) compared with the value for the general upper bound (4.9).

Dense matrices can be considered as the extreme limit of sparse matrices. Analysing the dense case is easier and it can give us insight into the sparse case as well. Let us therefore examine an \( n \times n \) dense matrix \( A \). Assume we have to use the same distribution for the input and output vectors, which therefore must be the distribution of the matrix diagonal. Assume for simplicity that \( n \) is a multiple of \( p \) and \( p \) is a square.

In our study of dense LU decomposition, see Chapter 2, we have extolled the virtues of the square cyclic distribution for parallel linear algebra. One may
ask whether this is also a good distribution for dense matrix–vector multiplication by Algorithm 4.5. Unfortunately, the answer is negative. The reason is that element $a_{ii}$ from the matrix diagonal is assigned to processor $P(i \mod \sqrt{p}, i \mod \sqrt{p})$, so that the matrix diagonal is assigned to the diagonal processors, that is, the processors $P(s,s), 0 \leq s < \sqrt{p}$. This implies that only $\sqrt{p}$ out of $p$ processors have part of the matrix diagonal and hence of the vectors, so that the load balancing assumption for vector components is not satisfied. Diagonal processors have to send out $\sqrt{p} - 1$ copies of $n/\sqrt{p}$ vector components, so that $h_s = n - n/\sqrt{p}$ in superstep (0) and $h$ is $\sqrt{p}$ times larger than the $h$ of a well-balanced distribution. The total cost for a dense matrix with the square cyclic distribution becomes

$$T_{MV, \text{ dense, } \sqrt{p} \times \sqrt{p} \text{ cyclic}} = \frac{2n^2}{p} + n + 2 \left( 1 - \frac{1}{\sqrt{p}} \right) ng + 4l. \quad (4.20)$$

The communication cost for this unbalanced distribution is a factor $\sqrt{p}$ higher than the upper bound (4.19) with $c = n$ for balanced distributions. The total communication volume is $V_\phi = 2(\sqrt{p} - 1)n$. For dense matrices with the square cyclic distribution, the communication imbalance can be reduced by changing the algorithm and using two-phase broadcasting for the fanout and a similar technique, two-phase combining, for the fanin. This, however, does not solve the problem of vector imbalance in other parts of the application, and of course it would be better to use a good distribution in the first place, instead of redistributing the data during the fanout or fanin.

The communication balance can be improved by choosing a distribution that spreads the vectors and hence the matrix diagonal evenly, for example choosing the one-dimensional distribution $\phi_u(i) = \phi_v(i) = i \mod p$ and using the 1D–2D identification (4.14). We still have the freedom to choose $M$ and $N$, where $MN = p$. For the choice $M = p$ and $N = 1$, this gives $\phi_0(i) = i \mod p$ and $\phi_1(j) = 0$, which is the same as the cyclic row distribution. It is easy to see that now the cost is

$$T_{MV, \text{ dense, } p \times 1 \text{ cyclic}} = \frac{2n^2}{p} + \left( 1 - \frac{1}{p} \right) ng + 2l. \quad (4.21)$$

This distribution disposes of the fanin and the summation of partial sums, since each matrix row is completely contained in one processor. Therefore, the last two supersteps are empty and can be deleted. Still, this is a bad distribution, since the gain by fewer synchronizations is lost by the much more expensive fanout: each processor has to send $n/p$ vector components to all other processors. The communication volume is large: $V_\phi = (p - 1)n$.

For the choice $M = N = \sqrt{p}$, we obtain $\phi_0(i) = (i \mod p) \mod \sqrt{p} = i \mod \sqrt{p}$ and $\phi_1(j) = (j \mod p) \div \sqrt{p}$. The cost of the fanout and fanin
for this distribution are given by $h_s = h_r = (\sqrt{p} - 1)n/p$, so that

$$T_{MV, \text{ dense}} = \frac{2n^2}{p} + \frac{n}{\sqrt{p}} + 2 \left( \frac{1}{\sqrt{p}} - \frac{1}{p} \right) ng + 4l,$$

which equals the upper bound (4.19) for $c = n$. We see that this distribution is much better than the square cyclic distribution and the cyclic row distribution. The communication volume is $V_\phi = 2(\sqrt{p} - 1)n$. Figure 4.6 illustrates this data distribution.

We may conclude that the case of dense matrices is a good example where Cartesian matrix partitioning is useful in deriving an optimal distribution, a square Cartesian distribution based on a cyclic distribution of the matrix diagonal. (Strictly speaking, we did not give an optimality proof; it seems, however, that this distribution is hard to beat.)

4.5 Mondriaan distribution for general sparse matrices

Sparse matrices usually have a special structure in their sparsity pattern. Sometimes this structure is known, but more often it has to be detected by
an automatic procedure. The aim of this section is to present an algorithm that finds the underlying structure of an arbitrary sparse matrix and exploits this structure to generate a good distribution for sparse matrix–vector multiplication. We name the resulting distribution **Mondriaan distribution**, honouring the Dutch painter Piet Mondriaan (1872–1944) who is most famous for his compositions of brightly coloured rectangles.

Suppose we have to find a matrix and vector distribution for a sparse matrix $A$ where we have the freedom to distribute the input and output vectors independently. Thus, we can first concentrate on the matrix distribution problem and try to find a matrix distribution $\phi$ that minimizes the communication volume $V_\phi$, defined by eqn (4.10), while balancing the computational work. We define $A_s = \{(i, j) : 0 \leq i, j < n \land \phi(i, j) = s\}$ as the set of index pairs corresponding to the nonzeros of $P(s)$, $0 \leq s < p$. Thus, $A_0, \ldots, A_{p-1}$ forms a **$p$-way partitioning** of $A = \{(i, j) : 0 \leq i, j < n \land a_{ij} \neq 0\}$. (For the purpose of partitioning, we identify a nonzero with its index pair and a sparse matrix with its set of index pairs.) We use the notation $V(A_0, \ldots, A_{p-1}) = V_\phi$ to express the explicit dependence of the communication volume on the partitioning.

The figure on the cover of this book (see also Plate 1) shows a 4-way partitioning of the $60 \times 60$ matrix $\text{prime60}$, defined by $a_{ij} = 1$ if $i \mod j = 0$ or $j \mod i = 0$, and $a_{ij} = 0$ otherwise, for $i, j = 1, \ldots, n$. It is easy to recognize rows and columns with an index that is prime. (To establish this direct connection, we must start counting the indices of $\text{prime60}$ at one, as an exception to the rule of always starting at zero.)

For mutually disjoint subsets of nonzeros $A_0, \ldots, A_{k-1}$, where $k \geq 1$, not necessarily with $A_0 \cup \cdots \cup A_{k-1} = A$, we define the communication volume $V(A_0, \ldots, A_{k-1})$ as the volume of the sparse matrix–vector multiplication for the matrix $A_0 \cup \cdots \cup A_{k-1}$ where subset $A_s$ is assigned to $P(s)$, $0 \leq s < k$. For $k = p$, this reduces to the original definition. When we split a subset of a $k$-way partitioning of $A$, we obtain a $(k + 1)$-way partitioning. The following theorem says that the new communication volume equals the old volume plus the volume incurred by splitting the subset as a separate problem, ignoring all other subsets.

**Theorem 4.6** ([Vastenhouw and Bisseling [188]]) Let $A$ be a sparse $n \times n$ matrix and let $A_0, \ldots, A_k \subset A$ be mutually disjoint subsets of nonzeros, where $k \geq 1$. Then

$$V(A_0, \ldots, A_k) = V(A_0, \ldots, A_{k-2}, A_{k-1} \cup A_k) + V(A_{k-1}, A_k). \quad (4.23)$$

**Proof** The number of processors that contributes to a vector component $u_i$ depends on the partitioning assumed, $p_i = p_i(A_0, \ldots, A_{k-1})$ for the $k$-way partitioning $A_0, \ldots, A_{k-1}$, and similarly $q_j = q_j(A_0, \ldots, A_{k-1})$. 
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Let $p'_i = \max(p_i - 1, 0)$ and $q'_j = \max(q_j - 1, 0)$. We are done if we prove

$$p'_i(A_0, \ldots, A_{k-1} \cup A_k) = p'_i(A_0, \ldots, A_{k-2}, A_{k-1} \cup A_k) + p'_i(A_{k-1}, A_k), \quad (4.24)$$

for $0 \leq i < n$, and a similar equality for $q'_j$, because the result then follows from summing over $i = 0, \ldots, n-1$ for $p'_i$ and $j = 0, \ldots, n-1$ for $q'_j$. We only prove the equality for the $p'_i$, and do this by distinguishing two cases. If row $i$ has a nonzero in $A_{k-1}$ or $A_k$, then $p'_i = p_i - 1$ in all three terms of eqn (4.24).

Thus,

$$p'_i(A_0, \ldots, A_{k-2}, A_{k-1} \cup A_k) + p'_i(A_{k-1}, A_k) = p_i(A_0, \ldots, A_{k-1} \cup A_k) - 1 + p_i(A_{k-1}, A_k) - 1 = p_i(A_0, \ldots, A_{k-2}) + p_i(A_{k-1}, A_k) - 1 = p_i(A_0, \ldots, A_k) - 1 = p'_i(A_0, \ldots, A_k). \quad (4.25)$$

If row $i$ has no nonzero in $A_{k-1}$ or $A_k$, then

$$p'_i(A_0, \ldots, A_{k-2}, A_{k-1} \cup A_k) + p'_i(A_{k-1}, A_k) = p'_i(A_0, \ldots, A_{k-2}) + 0 = p'_i(A_0, \ldots, A_k). \quad (4.26)$$

The proof of Theorem 4.6 shows that the theorem also holds for the communication volume of the fanout and fanin separately. The theorem implies that we only have to look at the subset we want to split when trying to optimize the split, and not at the effect such a split has on communication for other subsets.

The theorem helps us to achieve our goal of minimizing the communication volume. Of course, we must at the same time also consider the load balance of the computation; otherwise, the problem is easily solved: assign all nonzeros to the same processor et voilà, no communication whatsoever! We specify the allowed load imbalance by a parameter $\epsilon > 0$, requiring that the $p$-way partitioning of the nonzeros satisfies the computational balance constraint

$$\max_{0 \leq s < p} \text{nz}(A_s) \leq (1 + \epsilon) \frac{\text{nz}(A)}{p}. \quad (4.27)$$

We do not allow $\epsilon = 0$, because obtaining a perfect load balance is often impossible, and when it is possible, the demand for perfect balance does not leave much room for minimizing communication. Besides, nobody is perfect and epsilons are never zero.
The load imbalance achieved for the matrix \texttt{prime60} shown on the cover of this book is $\epsilon' \approx 2.2\%$: the matrix has 462 nonzeros, and the number of nonzeros per processor is 115, 118, 115, 114, for $P(0)$ (red), $P(1)$ (black), $P(2)$ (yellow), and $P(3)$ (blue), respectively. (We denote the achieved imbalance by $\epsilon'$, to distinguish it from the allowed imbalance $\epsilon$.) The partitioning has been obtained by a vertical split into blocks of consecutive columns, followed by two independent horizontal splits into blocks of consecutive rows. The splits were optimized for load balance only. (Requiring splits to yield consecutive blocks is an unnecessary and harmful restriction, but it leads to nice and easily comprehensible pictures.) The communication volume for this partitioning is 120, which is bad because it is the highest value possible for the given split directions.

The best choice of the imbalance parameter $\epsilon$ is machine-dependent and can be found by using the BSP model. Suppose we have obtained a matrix distribution with volume $V$ that satisfies the constraint (4.27). Assuming that the subsequent vector partitioning does a good job, balancing the communication well and thus achieving a communication cost of $Vg/p$, we have a BSP cost of $2(1 + \epsilon')nz(A)/p + Vg/p + 4l$. To get a good trade-off between computation imbalance and communication, the corresponding overhead terms should be about equal, that is, $\epsilon' \approx Vg/(2nz(A))$. If this is not the case, we can increase or decrease $\epsilon$ and obtain a lower BSP cost. We cannot determine $\epsilon$ beforehand, because we cannot predict exactly how its choice affects $V$.

How to split a given subset? Without loss of generality, we may assume that the subset is $A$ itself. In principle, we can assign every individual nonzero to one of the two available processors. The number of possible 2-way partitionings, however, is huge, namely $2^{nz(A)} - 1$. (We saved a factor of two by using symmetry: we can swap the two processors without changing the volume of the partitioning.) Trying all partitionings and choosing the best is usually impossible, even for modest problem sizes. In the small example of Fig. 4.3, we already have $2^{12} = 4096$ possibilities (one of which is shown). Thus, our only hope is to develop a \textbf{heuristic} method, that is, a method that gives an approximate solution, hopefully close to the optimum and computed within reasonable time. A good start is to try to restrict the search space, for example, by assigning complete columns to processors; the number of possibilities then decreases to $2^{n-1}$. In the example, we now have $2^4 = 16$ possibilities. In general, the number of possibilities is still large, and heuristics are still needed, but the problem is now more manageable. One reason is that bookkeeping is simpler for $n$ columns than for $nz(A)$ nonzeros. Furthermore, a major advantage of assigning complete columns is that the split does not generate communication in the fanout. Thus we decide to perform each split by complete columns, or, alternatively, by complete rows. We can express the splitting by the assignment

$$(A_0, A_1) := \text{split}(A, \text{dir}, \epsilon),$$

(4.28)
where \( \text{dir} \in \{ \text{row, col} \} \) is the splitting direction and \( \epsilon \) the allowed load imbalance. Since we do not know ahead, which of the two splitting directions is best, we try both and choose the direction with the lowest communication volume.

**Example 4.7** Let

\[
A = \begin{bmatrix}
0 & 3 & 0 & 0 & 1 \\
4 & 1 & 0 & 0 & 0 \\
0 & 5 & 9 & 2 & 0 \\
6 & 0 & 0 & 5 & 3 \\
0 & 0 & 5 & 8 & 9
\end{bmatrix}.
\]

For \( \epsilon = 0.1 \), the maximum number of nonzeros per processor must be seven and the minimum six. For a column split, this implies that one processor must have two columns with three nonzeros and the other processor the remaining columns. A solution that minimizes the communication volume \( V \) is to assign columns 0, 1, 2 to \( P(0) \) and columns 3, 4 to \( P(1) \). This gives \( V = 4 \). For a row split, assigning rows 0, 1, 3 to \( P(0) \) and rows 2, 4 to \( P(1) \) is optimal, giving \( V = 3 \). Can you find a better solution if you are allowed to assign nonzeros individually to processors?

The function \( \text{split} \) can be applied repeatedly, giving a method for partitioning a matrix into several parts. The method can be formulated concisely as a recursive computation. For convenience, we assume that \( p = 2^q \), but the method can be adapted to handle other values of \( p \) as well. (This would also require generalizing the splitting function, so that for instance in the first split for \( p = 3 \), it can produce two subsets with a nonzero ratio of about 2:1.)

The recursive method should work for a rectangular input matrix, since the submatrices involved may be rectangular (even though the initial matrix is square). Because of the splitting into sets of complete columns or rows, we can view the resulting \( p \)-way partitioning as a splitting into \( p \) mutually disjoint submatrices (not necessarily with consecutive rows and columns): we start with a complete matrix, split it into two submatrices, split each submatrix, giving four submatrices, and so on. The number of times the original submatrix must be split to reach a given submatrix is called the **recursion level** of the submatrix. The level of the original matrix is 0. The final result for processor \( P(s) \) is a submatrix defined by an index set \( \bar{I}_s \times \bar{J}_s \). This index set is different from the index set \( I_s \times J_s \) of pairs \((i, j)\) with \( i \in I_s \) and \( j \in J_s \) defined in Algorithm 4.5, because the submatrices \( \bar{I}_s \times \bar{J}_s \) may contain empty rows and columns; removing these gives \( I_s \times J_s \). Thus we have

\[
A_s \subset I_s \times J_s \subset \bar{I}_s \times \bar{J}_s, \quad \text{for } 0 \leq s < p.
\] (4.29)

Furthermore, all the resulting submatrices are mutually disjoint, that is,

\[
(\bar{I}_s \times \bar{J}_s) \cap (\bar{I}_t \times \bar{J}_t) = \emptyset, \quad \text{for } 0 \leq s, t < p \text{ with } s \neq t.
\] (4.30)
and together they comprise the original matrix,

$$\bigcup_{s=0}^{p-1}(\bar{I}_s \times \bar{J}_s) = \{0, \ldots, n-1\} \times \{0, \ldots, n-1\}. \quad (4.31)$$

To achieve a final load imbalance of at most $\epsilon$, we must take care that the maximum number of nonzeros per matrix part grows slowly enough with the recursion level. If the growth factor at each level is $1 + \delta$, then the overall growth factor is $(1 + \delta)^q \approx 1 + q\delta$ in a first-order approximation. This motivates our choice of starting with $\delta = \epsilon/q$. After the first split, a new situation arises. One part has at least half the nonzeros, and the other part at most half. Assume that the matrix parts, or subsets, are $B_0$ and $B_1$. Subset $B_s$, $s = 0, 1$, has $nz(B_s)$ nonzeros and will be partitioned over $p/2$ processors with a load imbalance parameter $\epsilon_s$. Equating the maximum number of nonzeros per processor specified for the remainder of the partitioning process to the maximum specified at the beginning,

$$(1 + \epsilon_s)\frac{nz(B_s)}{p/2} = (1 + \epsilon)\frac{nz(A)}{p}, \quad (4.32)$$

gives the value $\epsilon_s$ to be used in the remainder. In this way, the allowed load imbalance is dynamically adjusted during the partitioning. A matrix part that has fewer nonzeros than the average will have a larger $\epsilon$ in the remainder, giving more freedom to minimize communication for that part. The resulting algorithm is given as Algorithm 4.6.

Figure 4.7 presents a global view of the sparse matrix prime60 and the corresponding input and output vectors distributed over four processors by the Mondriaan package [188], version 1.0. The matrix distribution program of this package is an implementation of Algorithm 4.6. The allowed load imbalance specified by the user is $\epsilon = 3\%$; the imbalance achieved by the program is $\epsilon' \approx 1.3\%$, since the maximum number of nonzeros per processor is 117 and the average is 462/4=115.5. The communication volume of the fanout is 51 and that of the fanin is 47, so that $V = 98$. Note that rows $i = 11, 17, 19, 23, 25, 31, 37, 41, 43, 47, 53, 55, 59$ (in the exceptional numbering starting from one) are completely owned by one processor and hence do not cause communication in the fanin; vector component $u_i$ is owned by the same processor. Not surprisingly, all except two of these row numbers are prime. The distribution is better than the distribution on the book cover, both with respect to computation and with respect to communication. The matrix prime60 is symmetric, and although the Mondriaan package has an option to produce symmetric partitionings, we did not use it for our example.

Figure 4.8 presents a local view, or processor view, of prime60 and the corresponding input and output vectors. For processor $P(s)$, $s = 0, 1, 2, 3$, the local submatrix $\bar{I}_s \times \bar{J}_s$ is shown. The size of this submatrix is $29 \times 26$ for
Algorithm 4.6. Recursive matrix partitioning.

**input:**
- $A$: $m \times n$ sparse matrix,
- $p$: number of processors, $p = 2^q$ with $q \geq 0$,
- $\epsilon$: allowed load imbalance, $\epsilon > 0$.

**output:**
- $(A_0, \ldots, A_{p-1})$: $p$-way partitioning of $A$,
  satisfying $\max_{0 \leq s < p} nz(A_s) \leq (1 + \epsilon) \frac{nz(A)}{p}$.

**function call:**
- $(A_0, \ldots, A_{p-1}) := \text{MatrixPartition}(A, p, \epsilon)$.

if $p > 1$ then

maxnz := $(1 + \epsilon) \frac{nz(A)}{p}$;

$(B_0^{\text{row}}, B_1^{\text{row}}) := \text{split}(A, \text{row}, \frac{\epsilon}{q})$;

$(B_0^{\text{col}}, B_1^{\text{col}}) := \text{split}(A, \text{col}, \frac{\epsilon}{q})$;

if $V(B_0^{\text{row}}, B_1^{\text{row}}) \leq V(B_0^{\text{col}}, B_1^{\text{col}})$ then

$(B_0, B_1) := (B_0^{\text{row}}, B_1^{\text{row}})$;

else $(B_0, B_1) := (B_0^{\text{col}}, B_1^{\text{col}})$;

\[ \epsilon_0 := \frac{\text{maxnz}}{nz(B_0)} \cdot \frac{p}{2} - 1; \]

\[ \epsilon_1 := \frac{\text{maxnz}}{nz(B_1)} \cdot \frac{p}{2} - 1; \]

$(A_0, \ldots, A_{p/2-1}) := \text{MatrixPartition}(B_0, \frac{p}{2}, \epsilon_0)$;

$(A_{p/2}, \ldots, A_{p-1}) := \text{MatrixPartition}(B_1, \frac{p}{2}, \epsilon_1)$;

else $A_0 := A$;

---

$P(0)$ (red), $29 \times 34$ for $P(1)$ (black), $31 \times 31$ for $P(2)$ (yellow), and $31 \times 29$ for $P(3)$ (blue). Together, the submatrices fit in the space of the original matrix. The global indices of a submatrix are not consecutive in the original matrix, but scattered. For instance, $\bar{I}_0 = \{2, 3, 4, 5, 11, 12, 14, \ldots, 52, 53, 55, 56, 57\}$, cf. Fig. 4.7. Note that $\bar{I}_0 \times \bar{J}_0 = I_0 \times J_0$ and $\bar{I}_3 \times \bar{J}_3 = I_3 \times J_3$, but that $\bar{I}_1 \times \bar{J}_1$ has six empty rows and nine empty columns, giving a size of $23 \times 25$ for $I_1 \times J_1$, and that $\bar{I}_2 \times \bar{J}_2$ has seven empty rows, giving a size of $24 \times 31$ for $I_2 \times J_2$. Empty rows and columns in a submatrix are the aim of a good partitioner, because they do not incur communication. An empty row is created by a column split in which all nonzeros of a row are assigned to the same processor, leaving the other processor empty-handed. The partitioning directions chosen for prime60 were first splitting in the row direction, and then twice, independently, in the column direction.

The high-level recursive matrix partitioning algorithm does not specify the inner workings of the split function. To find a good split, we need a bipartitioning method based on the exact communication volume. It is convenient to express our problem in terms of hypergraphs, as was first done for matrix partitioning problems by Çatalyürek and Aykanat [36,37]. A hypergraph $\mathcal{H} = (\mathcal{V}, \mathcal{N})$ consists of a set of vertices $\mathcal{V}$ and a set of hyperedges, or
Fig. 4.7. Matrix and vector distribution for the sparse matrix \texttt{prime60}. Global view (see also Plate 2).

Fig. 4.8. Same matrix and distribution as in Fig. 4.7. Local view (see also Plate 3).
Fig. 4.9. Hypergraph with nine vertices and six nets. Each circle represents a vertex. Each oval curve enclosing a set of vertices represents a net. The vertex set is $V = \{0, \ldots , 8\}$ and the nets are $n_0 = \{0, 1\}$, $n_1 = \{0, 5\}$, $n_2 = \{0, 6\}$, $n_3 = \{2, 3, 4\}$, $n_4 = \{5, 6, 7\}$, and $n_5 = \{7, 8\}$. The vertices have been coloured to show a possible assignment to processors, where $P(0)$ has the white vertices and $P(1)$ the black vertices.

nets, $\mathcal{N}$, which are subsets of $V$. (A hypergraph is a generalization of an undirected graph $\mathcal{G} = (V, E)$, where $E$ is a set of undirected edges, which are unordered pairs $(i, j)$ with $i, j \in V$. Thus $(i, j) = (j, i)$ and can be identified with a subset $\{i, j\}$ of two elements.) Figure 4.9 illustrates the definition of a hypergraph.

Our splitting problem is to assign each of the $n$ columns of a sparse $m \times n$ matrix to either processor $P(0)$ or $P(1)$. We can identify a matrix column $j$ with a vertex $j$ of a hypergraph with vertex set $V = \{0, \ldots , n-1\}$, so that our problem translates into assigning each vertex to a processor. We have to minimize the communication volume of the fanin: assigning the nonzeros of a row to different processors gives rise to one communication, whereas assigning them to the same processor avoids communication. We can identify a matrix row $i$ with a net $n_i$, defining

$$n_i = \{j : 0 \leq j < n \land a_{ij} \neq 0\}, \quad \text{for } 0 \leq i < m. \quad (4.33)$$

A communication arises if the net is cut, that is, not all its vertices are assigned to the same processor. The total communication volume incurred by the split thus equals the number of cut nets of the hypergraph. In the assignment of Fig. 4.9, two nets are cut: $n_1$ and $n_2$.

**Example 4.8** Let $V = \{0, 1, 2, 3, 4\}$. Let the nets be $n_0 = \{1, 4\}$, $n_1 = \{0, 1\}$, $n_2 = \{1, 2, 3\}$, $n_3 = \{0, 3, 4\}$, and $n_4 = \{2, 3, 4\}$. Let $\mathcal{N} = \{n_0, n_1, n_2, n_3, n_4\}$. Then $\mathcal{H} = (V, \mathcal{N})$ is the hypergraph that corresponds
to the column partitioning problem of Example 4.7. The optimal column solution has four cut nets: \(n_0, n_2, n_3, n_4\).

We have to assign the vertices of the hypergraph in a balanced way, so that both processors receive about the same number of nonzeros. This is best modelled by making the vertices weighted, defining the weight \(c_j\) of vertex \(j\) to be the number of nonzeros in column \(j\),

\[
c_j = |\{ i : 0 \leq i < m \land a_{ij} \neq 0 \}|, \quad \text{for } 0 \leq j < n.
\]

(4.34)

The splitting has to satisfy

\[
\sum_{j \in P(s)} c_j \leq (1 + \epsilon) \frac{nz(A)}{2}, \quad \text{for } s = 0, 1.
\]

(4.35)

Having converted our problem to a hypergraph bipartitioning problem, we can apply algorithms developed for such problems. An excellent approach is to use the \textbf{multilevel} method [34], which consists of three phases: coarsening, initial partitioning, and uncoarsening. During the \textbf{coarsening phase}, the problem is reduced in size by merging similar vertices, that is, vertices representing columns with similar sparsity patterns. A natural heuristic is to do this pairwise, halving the number of vertices at each coarsening level. The best match for column \(j\) is an unmatched column \(j'\) with maximal overlap in the sparsity pattern, that is, maximal \(|\{ i : 0 \leq i < m \land a_{ij} \neq 0 \land a_{ij'} \neq 0 \}|\).

This value can be computed as the inner product of columns \(j\) and \(j'\), taking all nonzeros to be ones. The result of the merger is a column which has a nonzero in row \(i\) if \(a_{ij} \neq 0\) or \(a_{ij'} \neq 0\). In Example 4.7, the best match for column 2 is column 3, since their sparsity patterns have two nonzeros in common. For the purpose of load balancing, the new column gets a weight equal to the sum of the weights of the merged columns.

The \textbf{initial partitioning} phase starts when the problem is sufficiently reduced in size, typically when a few hundred columns are left. Each column is then assigned to a processor. The simplest initial partitioning method is by random assignment, but more sophisticated methods give better results. Care must be taken to obey the load balance criterion for the weights.

The initial partitioning for the smallest problem is transferred to the larger problems during the \textbf{uncoarsening phase}, which is similar to the coarsening phase but is carried out in the reverse direction. At each level, both columns of a matched pair are assigned to the same processor as their merged column. The resulting partitioning of the larger problem is refined, for instance by trying to move columns, or vertices, to the other processor. A simple approach would be to try a move of all vertices that are part of a cut net. Note that a vertex can be part of several cut nets. Moving a vertex to the other processor may increase or decrease the number of cut nets. The \textbf{gain} of a vertex is the
reduction in cut nets obtained by moving it to the other processor. The best move has the largest gain, for example, moving vertex 0 to \( P(1) \) in Fig. 4.9 has a gain of 1. The gain may be zero, such as in the case of moving vertex 5 or 6 to \( P(0) \). The gain may also be negative, for example, moving vertex 1, 2, 3, 4, or 8 to the other processor has a gain of \(-1\). The worst move is that of vertex 7, since its gain is \(-2\).

**Example 4.9** The following is a column bipartitioning of an \( 8 \times 8 \) matrix by the multilevel method. During the coarsening, columns are matched in even–odd pairs, column 0 with 1, 2 with 3, and so on. The initial partitioning assigns columns to processors. A column owned by \( P(1) \) has its nonzeros marked in boldface. All other columns are owned by \( P(0) \).

\[
\begin{bmatrix}
\cdot & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
1 & \cdot & \cdot & 1 & \cdot & 1 \\
1 & 1 & 1 & 1 & \cdot & \cdot & \cdot & 1 \\
\cdot & 1 & 1 & \cdot & \cdot & 1 & \cdot & \cdot \\
\cdot & \cdot & 1 & 1 & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & 1 & \cdot & 1 & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & 1 & 1 & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & 1 & 1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
1 & 1 & 1 & 1 & \cdot & \cdot & \cdot & 1 \\
1 & 1 & 1 & \cdot & 1 & \cdot & 1 & \cdot \\
\cdot & 1 & 1 & \cdot & 1 & \cdot & 1 & \cdot \\
\cdot & \cdot & 1 & 1 & \cdot & 1 & 1 & \cdot \\
\cdot & \cdot & \cdot & 1 & 1 & 1 & 1 & \cdot \\
\cdot & \cdot & \cdot & \cdot & 1 & 1 & \cdot & 1 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & 1 & 1 \\
\end{bmatrix}
\]

The communication volume after the initial partitioning is \( V = 3 \), and is caused by rows 1, 2, and 7. The first refinement does not change the partitioning, because no move of a single column reduces the communication and because all such moves cause a large imbalance in the computation. The
second refinement moves column 0 to $P(1)$, giving a partitioning with $V = 2$ as the final result.

The Kernighan–Lin algorithm [120], originally developed for graph bipartitioning, can be applied to hypergraph bipartitioning. It can be viewed as a method for improving a given bipartitioning. The algorithm consists of several passes. Fiduccia and Mattheyses [69] give an efficient implementation of the Kernighan–Lin algorithm based on a priority-queue data structure for which one pass costs $O(nz(A) + n)$. In a pass, all vertices are first marked as movable and their gain is computed. The vertex with the largest gain among the movable vertices is moved, provided this does not violate the load balance constraint. The vertex is then marked as nonmovable for the remainder of the current pass; this is to guarantee termination of the pass. The gains of the other vertices are then updated and a new move is determined. This process is continued until no more moves can be carried out. The best partitioning encountered during the pass (not necessarily the final partitioning) is saved and used as starting point for the next pass. Note that moves with negative gain are allowed and that they occur when no moves with positive or zero gain are available. A move with negative gain may still be advantageous, for instance if it is followed by a move of adjacent vertices (i.e. vertices that share a net with the moved vertex).

The Kernighan–Lin algorithm can be used in the initial partitioning and uncoarsening phases of the multilevel method. In the initial partitioning, the algorithm can be applied several times, each time to improve a different random assignment of the vertices to the processors. The best result is chosen. In the uncoarsening phase, the algorithm is commonly applied only once, and often with the movable vertices restricted to those that are part of a cut net. This cheaper variant is called the boundary Kernighan–Lin algorithm. Its use is motivated by the larger problem sizes involved and by the limited purpose of the uncoarsening phase, which is to refine a partitioning, and not to compute a completely new one.

### 4.6 Vector distribution

The matrix distribution algorithm of the previous section should lead to a matrix–vector multiplication with low communication volume and a good computational load balance. What remains to be done is to partition the input and output vectors such that the communication is balanced as well. In other words, given a matrix distribution $\phi$, we have to determine a vector distribution $\phi_v$ that minimizes the value $h$ of the fanout and that satisfies $j \in J_{\phi_v}(j)$, for $0 \leq j < n$. This constraint says that the processor $P(s) = P(\phi_v(j))$ that obtains $v_j$ must own a nonzero in matrix column $j$, that is, $j \in J_s$. We also have to find a vector distribution $\phi_u$ that minimizes the value $h$ of the fanin and that satisfies the constraint $i \in I_{\phi_u(i)}$, for $0 \leq i < n$. These are two independent vector distribution problems, except if
the requirement \( \text{distr}(\mathbf{u}) = \text{distr}(\mathbf{v}) \) must be satisfied; we assume that this is not the case.

Figure 4.7 gives a possible vector distribution in the global view. The vectors in this figure are depicted in the familiar way, cf. Fig. 4.4. Note that the two constraints mentioned above are satisfied: one of the nonzeros in each matrix column has the colour of the corresponding component \( v_j \), and one of the nonzeros in each row has the colour of the corresponding component \( u_i \).

Figure 4.8 gives the same vector distribution, but now in the local view. The local components of the vector \( \mathbf{u} \) are placed to the left of the local submatrix (for \( P(0) \) and \( P(2) \)) or to the right (for \( P(1) \) and \( P(3) \)), just outside the matrix boundary, whereas the local components of the vector \( \mathbf{v} \) are placed above the local submatrix (for \( P(0) \) and \( P(1) \)) or below it (for \( P(2) \) and \( P(3) \)). For processor \( P(0) \) (red), this gives a familiar picture, with the difference that now only the local part is shown.

A vector component \( v_j \) is depicted above or below the corresponding column of the submatrix if it is owned locally. Otherwise, the corresponding space in the picture of the vector distribution remains empty. For each resulting hole, a component \( v_j \) must be received, unless the corresponding local column is empty. Thus, it is easy to count the receives of the fanout by using this picture: 13, 12, 15, 11 components are received by \( P(0) \), \( P(1) \), \( P(2) \), \( P(3) \), respectively. The number of sends in the fanin can be counted similarly. Because of the way the matrix has been split, communication occurs in the fanin only between \( P(0) \) and \( P(1) \), and between \( P(2) \) and \( P(3) \). This makes it easy to count the number of receives in the fanin: a send for \( P(0) \) implies a receive for \( P(1) \), and vice versa; similarly, for \( P(2) \) and \( P(3) \). For the fanout, it is more difficult to count the sends, because \( P(0) \) can now send a component \( v_j \) either to \( P(2) \) or \( P(3) \) (but not to \( P(1) \)). To determine the number of sends we need to count them in Fig. 4.7. Table 4.1 summarizes the statistics of the given vector distribution. The table shows that the communication cost

<table>
<thead>
<tr>
<th>( s )</th>
<th>( N(s) )</th>
<th>( h_u(s) )</th>
<th>( h_r(s) )</th>
<th>( N(s) )</th>
<th>( h_u(s) )</th>
<th>( h_r(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>18</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
<td>12</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>16</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>12</td>
<td>12</td>
<td>18</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

The number of components owned by processor \( P(s) \) is \( N(s) \); the number sent is \( h_u(s) \); the number received is \( h_r(s) \)
of the fanout is $15g$ and the cost of the fanin $12g$. The total communication cost of $27g$ is thus only slightly above the average $Vg/p = 98g/4 = 24.5g$, which means that the communication is well-balanced. Note that the number of vector components is less well-balanced, but this does not influence the cost of the matrix–vector multiplication. (It influences the cost of other operations though, such as the vector operations accompanying the matrix–vector multiplication in an iterative solver.)

The two vector distribution problems are similar; it is easy to see that we can solve the problem of finding a good distribution $\phi_u$ given $\phi = \phi_A$ by finding a good distribution $\phi_v$ given $\phi = \phi_{AT}$. This is because the nonzero pattern of row $i$ of $A$ is the same as the nonzero pattern of column $i$ of $A^T$, so that a partial sum $u_is$ is sent from $P(s)$ to $P(t)$ in the multiplication by $A$ if and only if a vector component $v_i$ is sent from $P(t)$ to $P(s)$ in the multiplication by $A^T$. Therefore, we only treat the problem for $\phi_v$ and hence only consider the communication in the fanout.

Let us assume without loss of generality that we have a vector distribution problem with $q_j \geq 2$, for all $j$. Columns with $q_j = 0$ or $q_j = 1$ do not cause communication and hence may be omitted from the problem formulation. (A good matrix distribution method will give rise to many columns with $q_j = 1$.) Without loss of generality we may also assume that the columns are ordered by increasing $q_j$; this can be achieved by renumbering. Then the $h$-values for the fanout are

$$h_s(s) = \sum_{0 \leq j < n, \, \phi_v(j) = s} (q_j - 1), \quad \text{for } 0 \leq s < p, \quad (4.36)$$

and

$$h_r(s) = |\{ j : j \in J_s \land \phi_v(j) \neq s \}|, \quad \text{for } 0 \leq s < p. \quad (4.37)$$

Me first! Consider what would happen if a processor $P(s)$ becomes utterly egoistic and tries to minimize its own $h(s) = \max(h_s(s), h_r(s))$ without consideration for others. To minimize $h_r(s)$, it just has to maximize the number of components $v_j$ with $j \in J_s$ that it owns. To minimize $h_s(s)$, it has to minimize the total weight of these components, where we define the weight of $v_j$ as $q_j - 1$. An optimal strategy would thus be to start with $h_s(s) = 0$ and $h_r(s) = |J_s|$ and grab the components in increasing order (and hence increasing weight), adjusting $h_s(s)$ and $h_r(s)$ to account for each newly owned component. The processor grabs components as long as $h_s(s) \leq h_r(s)$, the new component included. We denote the resulting value of $h_s(s)$ by $\hat{h}_s(s)$, the resulting value of $h_r(s)$ by $\hat{h}_r(s)$, and that of $h(s)$ by $\hat{h}(s)$. Thus,

$$\hat{h}_s(s) \leq \hat{h}_r(s) = \hat{h}(s), \quad \text{for } 0 \leq s < p. \quad (4.38)$$

The value $\hat{h}(s)$ is indeed optimal for an egoistic $P(s)$, because stopping earlier would result in a higher $h_r(s)$ and hence a higher $h(s)$ and because
stopping later would not improve matters either: if for instance $P(s)$ would
grab one component more, then $h_s(s) > h_r(s)$ so that $h(s) = h_s(s) \geq h_r(s) + 1 = \hat{h}_r(s) = \hat{h}(s)$. The value $\hat{h}(s)$ is a local lower bound on the actual value
that can be achieved in the fanout,

$$\hat{h}(s) \leq h(s), \quad \text{for } 0 \leq s < p. \quad (4.39)$$

**Example 4.10** The following table gives the input of a vector distribution
problem. If a processor $P(s)$ owns a nonzero in matrix column $j$, this is
denoted by a 1 in the corresponding location; if it does not own such a nonzero,
this is denoted by a dot. This problem could for instance be the result of a
matrix partitioning for $p = 4$ with all splits in the row direction. (We can
view the input itself as a sparse $p \times n$ matrix.)

<table>
<thead>
<tr>
<th>$s = 0$</th>
<th>(1)</th>
<th>(1)</th>
<th>(1)</th>
<th>(1)</th>
<th>(1)</th>
<th>(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
</tr>
<tr>
<td>2</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
</tr>
<tr>
<td>3</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

$\hat{h}_s(s) = 2, \hat{h}_r(s) = 4, \hat{h}(s) = 4$.

Processor $P(0)$ wants $v_0$ and $v_2$, so that $\hat{h}_s(0) = 2, \hat{h}_r(0) = 4, \hat{h}(0) = 4$; $P(1)$ wants $v_0$, $v_1$, and $v_3$, so that $\hat{h}(1) = 3$; $P(2)$ wants $v_1$, giving $\hat{h}(2) = 3$; and $P(3)$ wants $v_2$ and $v_3$, giving $\hat{h}(3) = 2$. The fanout will cost at least $4g$.

More in general, we can compute a lower bound $\hat{h}(J, ns_0, nr_0)$ for a given
index set $J \subset J_s$ and a given initial number of sends $ns_0$ and receives $nr_0$. We
denote the corresponding send and receive values by $\hat{h}_s(J, ns_0, nr_0)$ and
$\hat{h}_r(J, ns_0, nr_0)$. The initial communications may be due to columns outside $J$.
This bound is computed by the same method, but starting with the values $h_s(s) = ns_0$ and $h_r(s) = nr_0 + |J|$. Note that $\hat{h}(s) = h(J_s, 0, 0)$. The
generalization of eqn (4.38) is

$$\hat{h}_s(J, ns_0, nr_0) \leq \hat{h}_r(J, ns_0, nr_0) = \hat{h}(J, ns_0, nr_0). \quad (4.40)$$

Think about the others! Every processor would be happy to own the lighter
components and would rather leave the heavier components to the others.
Since every component $v_j$ will have to be owned by exactly one processor, we
must devise a mechanism to resolve conflicting desires. A reasonable heuristic
seems to be to give preference to the processor that faces the toughest future,
that is, the processor with the highest value $\hat{h}(s)$. Our aim in the vector distri-
bution algorithm is to minimize the highest $h(s)$, because $(\max_{0 \leq s < p} h(s)) \cdot g$
is the communication cost of the fanout.

Algorithm 4.7 is the vector distribution algorithm based on the local-bound
heuristic; it has been proposed by Meesen and Bisseling [136]. The algorithm
Algorithm 4.7. Local-bound based vector partitioning.

input: \( \phi = \text{distr}(A) \), matrix distribution over \( p \) processors, \( p \geq 1 \), where \( A \) is an \( n \times n \) sparse matrix.

output: \( \phi_v = \text{distr}(v) \): vector distribution over \( p \) processors, satisfying \( j \in J_{\phi_v(j)} \), for \( 0 \leq j < n \), where \( J_s = \{ j : 0 \leq j < n \land (\exists i : 0 \leq i < n \land \phi(i, j) = s) \} \), for \( 0 \leq s < p \).

for \( s := 0 \) to \( p - 1 \) do

\[
\begin{align*}
L_s & := J_s; \\
h_s(s) & := 0; \\
h_l(s) & := 0; \\
\text{if } h_s(s) < \hat{h}_s(L_s, h_s(s), h_l(s)) \text{ then} \\
& \text{active}(s) := \text{true}; \\
\text{else } & \text{active}(s) := \text{false};
\end{align*}
\]

while (\( \exists s : 0 \leq s < p \land \text{active}(s) \)) do

\[
\begin{align*}
s_{\max} & := \text{argmax}(\hat{h}_l(L_s, h_s(s), h_l(s)) : 0 \leq s < p \land \text{active}(s)); \\
j & := \min(L_{s_{\max}}); \\
\phi_v(j) & = s_{\max}; \\
h_s(s_{\max}) & := h_s(s_{\max}) + q_j - 1; \\
\text{for all } s : 0 \leq s < p \land s \neq s_{\max} \land j \in J_s \text{ do} \\
h_l(s) & := h_l(s) + 1; \\
\text{for all } s : 0 \leq s < p \land j \in J_s \text{ do} \\
L_s & := L_s \setminus \{j\}; \\
\text{if } h_s(s) = \hat{h}_s(L_s, h_s(s), h_l(s)) \text{ then} \\
& \text{active}(s) := \text{false};
\end{align*}
\]

successively assigns components \( v_j \); the set \( L_s \) is the index set of components that may still be assigned to \( P(s) \). The number of sends caused by the assignments is registered as \( h_s(s) \) and the number of receives as \( h_l(s) \). The processor with the highest local lower bound \( \hat{h}_l(L_s, h_s(s), h_l(s)) \) becomes the happy owner of the lightest component available. The values \( \hat{h}_l(L_s, h_s(s), h_l(s)) \) and \( \hat{h}_s(L_s, h_s(s), h_l(s)) \) may change after every assignment. A processor will not accept components any more from the moment it knows it has achieved its optimum, which happens when \( h_s(s) = \hat{h}_s(L_s, h_s(s), h_l(s)) \). (Note that \( ns_0 \leq \hat{h}_s(J, ns_0, nr_0) \), so that trivially \( h_s(s) \leq \hat{h}_s(L_s, h_s(s), h_l(s)) \).) Accepting additional components would raise its final \( h(s) \). This egoistic approach holds for every processor, and not only for the one with the highest current bound. (Accepting more components for altruistic reasons may be well-intended, but is still a bad idea because the components thus accepted may be more useful.
to other processors.) The algorithm terminates when no processor is willing to accept components any more.

After termination, a small fraction (usually much less than 10%) of the vector components remains unowned. These are the heavier components. We can assign the remaining components in a greedy fashion, each time assigning a component \( v_j \) to the processor \( P(s) \) for which this would result in the lowest new value \( h(s) \).

A special case occurs if the matrix partitioning has the property \( q_j \leq 2 \), for all \( j \). This case can be solved to optimality by an algorithm that has as input the undirected communication graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) defined by a vertex set \( \mathcal{V} = \{0, \ldots, p - 1\} \) representing the processors and an edge set \( \mathcal{E} \) representing matrix columns shared by a pair of processors, where an edge \((s, t)\) implies communication from \( P(s) \) to \( P(t) \) or vice versa. Multiple edges between the same pair of vertices are possible, see Fig. 4.10(a). The algorithm first removes all multiple edges in pairs: if matrix column \( j \) and \( j' \) are both shared by \( P(s) \) and \( P(t) \), then \( v_j \) is assigned to \( P(s) \) and \( v_{j'} \) to \( P(t) \). This gives rise to one send and one receive for both processors, balancing their communication obligations. The undirected graph that remains has at most one edge between each pair of vertices, see Fig. 4.10(b).

The algorithm now picks an arbitrary vertex with odd degree as the starting point for a path. The degree of a vertex is the number of edges connected to it, for example, the degree of vertex 0 in Fig. 4.10(b) is two. A path is a sequence of vertices that are connected by edges. Edges along the path are transformed into directed edges in a new, directed graph, see Fig. 4.10(c). (In a directed graph, each edge has a direction. Thus an edge is an ordered pair \((s, t)\), which differs from \((t, s)\).) The direction of the created edge is the same as that of the path. The path ends when a vertex is reached that has no more undirected edges connected to it. This procedure is
repeated until no more odd-degree vertices are present. It is easy to see that our procedure cannot change the degree of a vertex from even to odd. Finally, the same procedure is carried out starting at even-degree vertices.

Once all undirected edges have been transformed into directed edges, we have obtained a directed graph, which determines the owner of every remaining vector component: component $v_j$ corresponding to a directed edge $(s, t)$ is assigned to $P(s)$, causing a communication from $P(s)$ to $P(t)$. The resulting vector distribution has minimal communication cost; for a proof of optimality, see [136]. The vector distribution shown in Fig. 4.7 has been determined this way. The matrix prime60 indeed has the property $p_i \leq 2$ for all $i$ and $q_j \leq 2$ for all $j$, as a consequence of the different splitting directions of the matrix, that is, first horizontal, then vertical.

4.7 Random sparse matrices

A random sparse matrix $A$ can be obtained by determining randomly and independently for each matrix element $a_{ij}$ whether it is zero or nonzero. If the probability of creating a nonzero is $d$ and hence that of creating a zero is $1 - d$, the matrix has an expected density $d(A) = d$ and an expected number of nonzeros $nz(A) = dn^2$. This definition of randomness only concerns the sparsity pattern, and not the numerical values of the nonzeros.

Historically, the first sparse matrix algorithms were tested using random sparse matrices. Later, one realized that these matrices constitute a very particular class and that many sparse matrices from practical applications fall outside this class. This led to the development of the Harwell–Boeing collection [64,65] of sparse matrices, now called the Rutherford–Boeing collection.

If nothing is known about a given sparse matrix $A$, except for its size $n \times n$ and its sparsity pattern, and if no structure is discernible, then a first approximation is to consider $A$ as a random sparse matrix with density $d = nz(A)/n^2$. Still, it is best to call such a sparse matrix unstructured, and not random sparse, because random sparse matrices have a very special property: every subset of the matrix elements, chosen independently from the sparsity pattern, has an expected fraction $d$ of nonzeros. This property provides us with a powerful tool for analysing algorithms involving random sparse matrices and finding distributions for them.

The question whether a given sparse matrix such as the one shown in Fig. 4.11 is random is tricky and just as hard to answer as the question whether a given random number generator generates a true sequence of random numbers. If the random number generator passes a battery of tests, then for all practical purposes the answer is positive. The same pragmatic approach can be taken for random sparse matrices. One test could be to split the matrix into four submatrices of equal size, and check whether each has about $dn^2/4$ nonzeros, within a certain tolerance given by probability theory. In this section, we do not have to answer the tricky question, since we
assume that the sparse matrix is random by construction. (We have faith in 
the random number generator we use, \texttt{ran2} from [157]. One of its character-
istics is a period of more than $2 \times 10^{18}$, meaning that it will not repeat itself 
for a very long time.)

Now, let us study parallel matrix–vector multiplication for random sparse 
matrices. Suppose we have constructed a random sparse matrix $A$ by drawing 
for each index pair $(i,j)$ a random number $r_{ij} \in [0, 1]$, doing this independ-
ently and \textit{uniformly} (i.e. with each outcome equally likely), and then creating 
a nonzero $a_{ij}$ if $r_{ij} < d$. Furthermore, suppose that we have distributed $A$ over 
the $p$ processors of a parallel computer in a manner that is independent of 
the sparsity pattern, by assigning an equal number of elements (whether zero 
or nonzero) to each processor. For simplicity, assume that $n \text{ mod } p = 0$. 
Therefore, each processor has $n^2/p$ elements. Examples of such a distribution 
are the square block distribution and the cyclic row distribution.

First, we investigate the effect of such a fixed, pattern-independent distri-
bution scheme on the spread of the nonzeros, and hence on the load balance.
in the main computation part of Algorithm 4.5, the local matrix–vector multiplication (1). The load balance can be estimated by using probability theory. The problem here is to determine the expected maximum, taken over all processors, of the local number of nonzeros. We cannot solve this problem exactly, but we can still obtain a useful bound on the probability of the maximum exceeding a certain value, by applying a theorem of Chernoff, which is often used in the analysis of randomized algorithms. A proof and further details and applications can be found in [142].

**Theorem 4.11 (Chernoff [40]).** Let $0 < d < 1$. Let $X_0, X_2, \ldots, X_{m-1}$ be independent Bernoulli trials with outcome 0 or 1, such that $\Pr[X_k = 1] = d$, for $0 \leq k < m$. Let $X = \sum_{k=0}^{m-1} X_k$ and $\mu = md$. Then for every $\epsilon > 0$,

$$\Pr[X > (1 + \epsilon)\mu] < \left(\frac{e^\epsilon}{(1 + \epsilon)^{1+\epsilon}}\right)^\mu.$$  (4.41)

If we flip a biased coin which produces heads with probability $d$, then the Chernoff bound tells us how small the probability is of getting $\epsilon\mu$ more heads than the expected average $\mu$. The bound for $\epsilon = 1$ tells us that the probability of getting more than twice the expected number of heads is less than $(e/4)^\mu \approx 0.68^{md}$. Often, we apply the bound for smaller values of $\epsilon$.

In the case of a random sparse matrix distributed over $p$ processors, every processor has $m = n^2/p$ elements, each being nonzero with a probability $d$. The expected number of nonzeros per processor is $\mu = dn^2/p$. Let $E_s$ be the event that processor $P(s)$ has more than $(1 + \epsilon)\mu$ nonzeros and $E$ the event that at least one processor has more than $(1 + \epsilon)\mu$ nonzeros, that is, $E = \cup_{s=0}^{p-1} E_s$. The probability that at least one event from a set of events happens is less than or equal to the sum of the separate probabilities of the events, so that $\Pr[E] \leq \sum_{s=0}^{p-1} \Pr[E_s]$. Because all events have the same probability $\Pr[E_0]$, this yields $\Pr[E] \leq p\Pr[E_0]$. Since each nonzero causes two flops in superstep (1), we get as a result

$$\Pr \left[ T_{(1)} > \frac{2(1 + \epsilon)dn^2}{p} \right] < p \left(\frac{e^\epsilon}{(1 + \epsilon)^{1+\epsilon}}\right)^{dn^2/p}.$$  (4.42)

The bound for $\epsilon = 1$ tells us that the extra time caused by load imbalance exceeds the ideal time of the computation itself with probability less than $p(0.68)^{dn^2/p}$. Figure 4.12 plots the function $F(\epsilon)$ defined as the right-hand side of eqn (4.42) against the normalized computation cost $1 + \epsilon$, for $n = 1000$, $p = 100$, and three different choices of $d$. The normalized computation cost of superstep (1) is the computation cost in flops divided by the cost of a perfectly parallelized computation. The figure shows for instance that for $d = 0.01$ the expected normalized cost is at most 1.5; this is because the probability of exceeding 1.5 is almost zero.
Fig. 4.12. Chernoff bound on the probability that a given normalized computation cost is exceeded, for a random sparse matrix of size $n = 1000$ and density $d$ distributed over $p = 100$ processors.

The expected normalized computation cost for given $n$, $p$, and $d$ can be estimated more accurately by performing a simulation experiment. In this experiment, a set of random sparse matrices is created, each matrix is distributed by a fixed scheme that is independent of the sparsity pattern (e.g. by a square block distribution), and its maximum local number of nonzeros is determined. The average over the whole set of matrices is an estimate of the expected maximum number of nonzeros; dividing the average by $dn^2/p$ gives an estimate of the expected normalized cost. For the matrices of Fig. 4.12, the average normalized computation costs are: 1.076 for $d = 0.1$; 1.258 for $d = 0.01$; and 1.876 for $d = 0.001$. These values were obtained by creating 10 000 matrices.

Figure 4.13 shows a histogram of the probability distribution for $d = 0.01$, obtained by creating 100 000 matrices. The most frequent result in our simulation is a maximum local nonzero count of 124; this occurred 9288 times. Translated into normalized costs and probabilities, this means that the normalized cost of 1.24 has the highest probability, namely 9.3%. For comparison, the figure also shows the derivative of the function $1 - F(\epsilon)$. This derivative can be interpreted as a probability density function corresponding to the Chernoff bound. The derivative has been scaled, multiplying it by a factor $\Delta \epsilon = 0.01$, to make the function values comparable with the histogram values. The bars of the histogram are far below the line representing the scaled derivative, meaning that our Chernoff bound is rather pessimistic.
Based on the above, we may expect that distributing a random sparse matrix independently of its sparsity pattern spreads the computation well; we can quantify this expectation using the Chernoff bound. The same quality of load balance is expected for every distribution scheme with an equal number of matrix elements assigned to the processors. For the communication, however, the choice of distribution scheme makes a difference. The communication volume for a dense matrix is an upper bound on the volume for a sparse matrix distributed by the same fixed, pattern-independent distribution scheme. For a random sparse matrix with a high density, the communication obligations will be the same as for a dense matrix. Therefore, the best we can do to find a good fixed distribution scheme for random sparse matrices, is to apply methods for reducing communication in the dense case. A good choice is a square Cartesian distribution based on a cyclic distribution of the matrix diagonal, cf. Fig. 4.6, where each processor has an $n/\sqrt{p} \times n/\sqrt{p}$ submatrix. A suitable corresponding choice of vector distribution is to distribute the vector $u$ and $v$ in the same cyclic way as the matrix diagonal. (This does not guarantee though that the owner of a vector component $v_j$ also owns a nonzero in column $j$.)

To obtain the communication cost of Algorithm 4.5 for this distribution, we first examine superstep (0). Vector component $v_j$ is needed only by processors
in \( P(\ast, \phi_1(j)) \). A processor \( P(s, \phi_1(j)) \) does not need the component \( v_j \) if all \( n/\sqrt{p} \) elements in the local part of matrix column \( j \) are zero; this event has probability \( (1 - d)^{n/\sqrt{p}} \). The probability that \( P(s, \phi_1(j)) \) needs \( v_j \) is \( 1 - (1 - d)^{n/\sqrt{p}} \). Since \( \sqrt{p} - 1 \) processors each have to receive \( v_j \) with this probability, the expected number of receives for component \( v_j \) is \( (\sqrt{p} - 1)(1 - (1 - d)^{n/\sqrt{p}}) \). The owner of \( v_j \) does not have to receive it. The expected communication volume of the fanout is therefore \( n(\sqrt{p} - 1)(1 - (1 - d)^{n/\sqrt{p}}) \). Since no processor is preferred, the \( h \)-relation is expected to be balanced, so that the expected communication cost of superstep (0) is

\[
T(0) = \left( \frac{1}{\sqrt{p}} - \frac{1}{p} \right) (1 - (1 - d)^{n/\sqrt{p}})ng. \tag{4.43}
\]

Communication superstep (2) is similar to (0), with the operation of sending vector components replaced by the operation of receiving partial sums. The communication cost of superstep (2) is

\[
T(2) = T(0). \tag{4.44}
\]

Superstep (3) adds the nonzero partial sums, both those just received and those present locally. This costs

\[
T(3) = \frac{n}{\sqrt{p}} (1 - (1 - d)^{n/\sqrt{p}}). \tag{4.45}
\]

If \( g \gg 1 \), which is often the case, then \( T(3) \ll T(2) \), so that the cost of superstep (3) can be neglected. Finally, the synchronization cost of the whole algorithm is \( 4l \).

For our example of \( n = 1000 \) and \( p = 100 \), the matrix with highest density, \( d = 0.1 \), is expected to cause a communication cost of 179.995\( g \), which is close to the cost of 180\( g \) for a completely dense matrix. The corresponding expected normalized communication cost is \( (T(0) + T(2))/(2dn^2/p) \approx 0.09g \). This means that we need a parallel computer with \( g \leq 11 \) to run our algorithm with more than 50% efficiency.

For matrices with very low density, the local part of a matrix column is unlikely to have more than one nonzero. Every nonzero will thus incur a communication. In that case a row distribution is better than a square matrix distribution, because this saves the communications of the fanin. For our example of \( n = 1000 \) and \( p = 100 \), the matrix with lowest density, \( d = 0.001 \), is expected to cause a normalized communication cost of 0.86\( g \) for a square matrix distribution and 0.49\( g \) for the cyclic row distribution.

One way of improving the performance is by tailoring the distribution used to the sparsity pattern of the random sparse matrix. Figure 4.14 shows a tailored distribution produced by the Mondriaan package for the matrix \texttt{random100}. The figure gives a local view of the matrix, showing the...
Fig. 4.14. Local view of sparse matrix random100 from Fig. 4.11 with $n = 100$, $nz = 1000$, and $d = 0.1$, distributed by the Mondriaan package over $p = 16$ processors. The allowed imbalance is $\epsilon = 20\%$; the achieved imbalance is $\epsilon' = 18.4\%$. The maximum number of nonzeros per processor is 74; the average is 62.5; and the minimum is 25. The communication volume is $V = 367$. The first split is in the row direction; the next two splits are in the column direction. The empty row and column parts created by the splits are collected in empty rectangles.

Table 4.2 compares the theoretical communication volume for the best pattern-independent distribution scheme, the square Cartesian distribution based on a cyclic distribution of the matrix diagonal, with the volume for submatrix $I_s \times J_s$ for each processor $P(s)$, $0 \leq s < 16$. (This is slightly different from the local view given in Fig. 4.8, which shows the submatrix $\tilde{I}_s \times \tilde{J}_s$, where empty row and column parts are included.) Note that the relatively large allowed load imbalance helps reduce the communication, resulting in large empty rectangles. Note that each submatrix $I_s \times J_s$ is the result of two row splits and two column splits, but in different order for different processors.
Table 4.2. Communication volume for a random sparse matrix of size $n = 1000$ and density $d = 0.01$ distributed over $p$ processors, using a pattern-independent Cartesian distribution and a pattern-dependent distribution produced by the Mondriaan package.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$\epsilon$ (in %)</th>
<th>$V$ (Cartesian)</th>
<th>$V$ (Mondriaan)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8</td>
<td>993</td>
<td>814</td>
</tr>
<tr>
<td>4</td>
<td>2.1</td>
<td>1987</td>
<td>1565</td>
</tr>
<tr>
<td>8</td>
<td>4.0</td>
<td>3750</td>
<td>2585</td>
</tr>
<tr>
<td>16</td>
<td>7.1</td>
<td>5514</td>
<td>3482</td>
</tr>
<tr>
<td>32</td>
<td>11.8</td>
<td>7764</td>
<td>4388</td>
</tr>
</tbody>
</table>

Table 4.2 shows the communication volume for a random sparse matrix of size $n = 1000$ and density $d = 0.01$ distributed over $p$ processors, using a pattern-independent Cartesian distribution and a pattern-dependent distribution produced by the Mondriaan package. The volume for the Cartesian distribution is based on the cost formula eqn (4.43), generalized to handle nearly square distributions as well, such as the $8 \times 4$ distribution for $p = 32$. For ease of comparison, the value of $\epsilon$ specified as input to Mondriaan equals the expected load imbalance for the Cartesian distribution. The achieved imbalance $\epsilon'$ is somewhat below that value. It is clear from the table that the Mondriaan distribution causes less communication, demonstrating that on average the package succeeds in tailoring a better distribution to the sparsity pattern. For $p = 32$, we gain about 45%.

The vector distribution corresponding to the Cartesian distribution satisfies $\text{distr}(u) = \text{distr}(v)$, which is an advantage if this requirement must be met. The volume for the Mondriaan distribution given in Table 4.2 may increase in case of such a requirement, but at most by $n$, see eqn (4.12). For $p \geq 8$, the Mondriaan distribution is guaranteed to be superior in this case.

We may conclude from these results that the parallel multiplication of a random sparse matrix and a vector is a difficult problem, most likely leading to much communication. Only low values of $g$ or high nonzero densities can make this operation efficient. Using the fixed, pattern-independent Cartesian distribution scheme based on a cyclic distribution of the matrix diagonal already brings us close to the best distribution we can achieve. The load balance of this distribution is expected to be good in most cases, as the numerical simulation and the Chernoff bound show. The distribution can be improved by tailoring the distribution to the sparsity pattern, for example, by using the Mondriaan package, but the improvement is modest.

### 4.8 Laplacian matrices

In many applications, a physical domain exists that can be distributed naturally by assigning a contiguous subdomain to every processor. Communication is then only needed for exchanging information across the subdomain...
boundaries. Often, the domain is structured as a multidimensional rectangular grid, where grid points interact only with a set of immediate neighbours. In the two-dimensional case, this set could for instance contain the neighbours to the north, east, south, and west. One example of a grid application is the Ising model used to study ferromagnetism, in particular phase transitions and critical temperatures. Each grid point in this model represents a particle with positive or negative spin; neighbours tend to prefer identical spins. (For more on the Ising model, see [145].) Another example is the heat equation, where the value at a grid point represents the temperature at the corresponding location. The heat equation can be solved iteratively by a relaxation procedure that computes the new temperature at a point using the old temperature of that point and its neighbours.

An important operation in the solution of the two-dimensional heat equation is the application of the two-dimensional Laplacian operator to the grid, computing

$$\Delta_{i,j} = x_{i-1,j} + x_{i+1,j} + x_{i,j+1} + x_{i,j-1} - 4x_{i,j}, \quad \text{for } 0 \leq i, j < k,$$

where \(x_{i,j}\) denotes the temperature at grid point \((i,j)\). The difference \(x_{i+1,j} - x_{i,j}\) approximates the derivative of the temperature in the \(i\)-direction, and the difference \((x_{i+1,j} - x_{i,j}) - (x_{i,j} - x_{i-1,j}) = x_{i-1,j} + x_{i+1,j} - 2x_{i,j}\) approximates the second derivative. By convention, we assume that \(x_{i,j} = 0\) outside the \(k \times k\) grid; in practice, we just ignore zero terms in the right-hand side of eqn (4.46).

We can view the \(k \times k\) array of values \(x_{i,j}\) as a one-dimensional vector \(v\) of length \(n = k^2\) by the identification

$$v_{i+jk} \equiv x_{i,j}, \quad \text{for } 0 \leq i, j < k,$$

and similarly we can identify the \(\Delta_{i,j}\) with a vector \(u\).

**Example 4.12** Consider the 3 \(\times\) 3 grid shown in Fig. 4.15. Equation (4.46) now becomes \(u = Av\), where

$$A = \begin{bmatrix} -4 & 1 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ 1 & -4 & 1 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ \cdot & 1 & -4 & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\ 1 & \cdot & \cdot & -4 & 1 & \cdot & \cdot & \cdot & \cdot \\ \cdot & 1 & \cdot & 1 & -4 & 1 & \cdot & \cdot & \cdot \\ \cdot & \cdot & 1 & \cdot & 1 & -4 & \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot & 1 & \cdot & 1 & -4 & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & 1 & \cdot & 1 & -4 & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & 1 & \cdot & 1 & -4 \end{bmatrix} = \begin{bmatrix} B & I_3 & 0 \\ I_3 & B & I_3 \\ 0 & I_3 & B \end{bmatrix}.$$

The matrix \(A\) is pentadiagonal because vector components (representing grid points) are only connected to components at distance \(\pm 1\) or \(\pm 3\). The holes in
the subdiagonal and superdiagonal occur because points \((i, j)\) with \(i = 0, 2\) do not have a neighbour at distance \(-1\) and \(+1\), respectively. As a result, the matrix has a block-tridiagonal structure with \(3 \times 3\) blocks \(B\) on the main diagonal and \(3 \times 3\) identity matrices just below and above it.

In general, it is best to view application of the Laplacian operator as an operation on the physical domain. This domain view has the advantage that it naturally leads to the use of a regular data structure for storing the data. Occasionally, however, it may also be beneficial to view the Laplacian operation as a matrix operation, so that we can apply our knowledge about sparse matrix–vector multiplication and gain from insights obtained in that context.

Let us try to find a good distribution for the \(k \times k\) grid. We adopt the domain view, and not the matrix view, and therefore we must assign each grid point to a processor. The resulting distribution of the grid should uniquely determine the distribution of the matrix and the vectors in the corresponding matrix–vector multiplication. We assign the values \(x_{i,j}\) and \(\Delta_{i,j}\) to the owner of grid point \((i, j)\), and this translates into \(\text{distr}(u) = \text{distr}(v)\). It is easiest to use a row distribution for the matrix and assign row \(i + jk\) to the same processor as vector component \(u_{i+jk}\) and hence grid point \((i, j)\). (For low-dimensional Laplacian matrices, using a square matrix distribution does not give much advantage over a row distribution.) The resulting sparse matrix–vector multiplication algorithm has two supersteps, the fanout and the local matrix–vector multiplication. If a neighbouring point is on a different processor, its value must be obtained during the fanout. The computation time assuming an equal spread of grid points is \(5k^2/p\), since eqn (4.46) gives rise to five flops per grid point. Note that in this specific application we use the flop count corresponding to the domain view, and not the more general count of two flops per matrix nonzero used in other sections of this chapter; the latter count yields ten flops per grid point. Furthermore, we do not have to store the matrix elements explicitly, that is, we may use matrix-free storage, cf. Section 4.2.
Fig. 4.16. Distribution of an $8 \times 8$ grid. (a) by strips for $p = 4$ processors; (b) by strips with border corrections for $p = 3$; (c) by square blocks for $p = 4$.

The simplest distribution of the grid can be obtained by dividing it into $p$ strips, each of size $k \times k/p$, assuming that $k \mod p = 0$, see Fig. 4.16(a). The advantage is, indeed, simplicity and the fact that communication is only needed in the east–west direction, between a grid point $(i, j)$ on the eastern border of a strip and its neighbour $(i+1, j)$, or between a point on the western border and its neighbour $(i-1, j)$. The northern and southern neighbours of a grid point are on the same processor as the point itself and hence do not cause communication. The main disadvantage will immediately be recognized by every Norwegian or Chilean: relatively long borders. Each processor, except the first and the last, has to send and receive $2k$ boundary values. Therefore,

$$T_{\text{comm, strips}} = 2kg.$$  \hspace{1cm} (4.48)

A related disadvantage is that $p \leq k$ should hold, because otherwise processors would be idle. For $p \leq k$, load balance may still be a serious problem: if $k \mod p \neq 0$, some processors will contain one extra column of $k$ points. This problem can be solved by border corrections, jumping one point to the east or west somewhere along the border, as shown in Fig. 4.16(b).

A better distribution can be obtained by dividing the grid into $p$ square blocks, each of size $k/\sqrt{p} \times k/\sqrt{p}$, where we assume that $p$ is a square number and that $k \mod \sqrt{p} = 0$, see Fig. 4.16(c). The borders are smaller now. In the special case $p = 4$, each processor has to receive $k$ neighbouring values, send $k-2$ values to one destination processor, and send a corner value to two destination processors, thus sending a total of $k$ values. The communication is reduced by a factor of two compared with the strip distribution. In the general case $p > 4$, processors not on the boundary are busiest communicating, having to send and receive $4k/\sqrt{p}$ values, so that

$$T_{\text{comm, squares}} = \frac{4k}{\sqrt{p}}g.$$  \hspace{1cm} (4.49)
This is a factor $\sqrt{p}/2$ less than for division into strips. The resulting communication-to-computation ratio is

$$
\frac{T_{\text{comm, squares}}}{T_{\text{comp, squares}}} = \frac{4k/\sqrt{p}}{5k^2/p} g = \frac{4\sqrt{p}}{5k} g.
$$

The communication-to-computation ratio is often called the surface-to-volume ratio. This term originates in the three-dimensional case, where the volume of a domain represents the amount of computation of a processor and the surface represents the communication with other processors.

Not only are square blocks better with respect to communication, they are also better with respect to computation: in case of load imbalance, the surplus of the busiest processor is at most $2\lceil k/\sqrt{p} \rceil - 1$ grid points, instead of $k$.

It may seem that the best we can do is to distribute the grid by square blocks. This intuitive belief may even be stronger if you happen to use a square processor network and are used, in the old ways, to exploiting network proximity to optimize communication. In the BSP model, however, there is no particular advantage in using such regular schemes. Therefore, we can freely try other shapes for the area allocated to one processor. Consider what the computer scientist would call the digital diamond, and the mathematician the closed $l_1$-sphere, defined by

$$
B_r(c_0, c_1) = \{(i, j) \in \mathbb{Z}^2 : |i - c_0| + |j - c_1| \leq r\},
$$

for integer radius $r \geq 0$ and centre $c = (c_0, c_1) \in \mathbb{Z}^2$. This is the set of points with Manhattan distance at most $r$ to the central point $c$, see Fig. 4.17. The number of points of $B_r(c)$ is $1 + 3 + 5 + \cdots + (2r-1) + (2r+1) + \cdots + 1 = 2r^2 + 2r + 1$. The number of neighbouring points is $4r + 4$. If $B_r(c)$ represents a

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{diamond.png}
\caption{Digital diamond of radius $r = 3$ centred at $c$. Points inside the diamond are shown in black; neighbouring points are shown in white.}
\end{figure}
set of grid points allocated to one processor, then the fanout involves receiving $4r+4$ values. Just on the basis of receives, we may conclude that this processor has a communication-to-computation ratio

$$\frac{T_{\text{comm, diamonds}}}{T_{\text{comp, diamonds}}} = \frac{4r+4}{5(2r^2 + 2r + 1)}g \approx \frac{2}{5r}g \approx \frac{2\sqrt{2p}}{5k}g, \quad (4.52)$$

for large enough $r$, where we use the approximation $r \approx k/\sqrt{2p}$, obtained by assuming that the processor has its fair share $2r^2 + 2r + 1 = k^2/p$ of the grid points. The resulting asymptotic ratio is a factor $\sqrt{2}$ lower than for square blocks, cf. eqn (4.50). This reduction is caused by using each received value twice. Diamonds are a parallel computing scientist’s best friend.

The gain of using diamonds can only be realized if the outgoing traffic is balanced with the incoming traffic, that is, if the number of sends $h_s(s)$ of processor $P(s)$ is the same as the number of receives $h_r(s) = 4r+4$. The number of sends of a processor depends on which processors own the neighbouring points. Each of the $4r$ border points of a diamond has to be sent to at least one processor and at most two processors, except corner points, which may have to be sent to three processors. Therefore, $4r \leq h_s(s) \leq 8r+4$.

To find a distribution that balances the sends and the receives, we try to fit the diamonds in a regular pattern. Consider first the infinite lattice $\mathbb{Z}^2$; to make mathematicians cringe we view it as a $k \times k$ grid with $k = \infty$; to make matters worse we let the grid start at $(-\infty,-\infty)$. We try to partition this $\infty \times \infty$ grid over an infinite number of processors using diamonds. It turns out that we can do this by placing the diamonds in a periodic fashion at centres $c = \lambda a + \mu b$, $\lambda, \mu \in \mathbb{Z}$, where $a = (r, r+1)$ and $b = (-r-1, r)$. Part of this infinite partitioning is shown in Fig. 4.18. The centres of the diamonds form a lattice defined by the orthogonal basis vectors $a, b$. We leave it to the mathematically inclined reader to verify that the diamonds $B_r(\lambda a + \mu b)$ are indeed mutually disjoint and that they fill the whole domain. It is easy to see that each processor sends $h_s(s) = 4r+4$ values. This distribution of an infinite grid over an infinite number of processors achieves the favourable ratio of eqn (4.52).

Practical computational grids and processor sets are, alas, finite and therefore the region of interest must be covered using a finite number of diamonds. Sometimes, the shape of the region allows us to use diamonds directly without too much waste. In other situations, many points from the covering diamonds fall outside the region of interest. These points are then discarded and the remaining pieces of diamonds are combined, assigning several pieces to one processor, such that each processor obtains about the same number of grid points.

Figure 4.18 shows a $10 \times 10$ grid partitioned into one complete and seven incomplete diamonds by using the infinite diamond partitioning. This can
be transformed into a partitioning over four processors by assigning the two incomplete diamonds near the lower-left corner of the picture to $P(0)$; the two incomplete diamonds near the lower-right corner to $P(1)$; the complete diamond to $P(2)$; and the remaining pieces to $P(3)$. This assigns 24, 27, 25, 24 grid points to the respective processors. The processor with the complete diamond has to communicate most: $h_s(2) = 15$ and $h_r(2) = 14$. Thus the communication cost is close to the maximum $4r + 4 = 16$ for diamonds of radius $r = 3$. It is possible to improve this assignment, for instance by border corrections. (What is the best assignment you can find?) In general, to find an optimal assignment of pieces to processors is a hard optimization problem, and perhaps the best approach is to use a heuristic, for instance assigning pieces to processors in order of decreasing size. In a few cases, we are lucky and we can fit all the pieces together creating complete diamonds. An example is the $25 \times 25$ grid, which can be covered exactly with 25 diamonds of radius $r = 3$. (For the curious, a picture can be found in [22].)

The main disadvantage of using diamonds is that it is much more complicated than using blocks. To make the partitioning method based on diamonds practical, it must be simplified. Fortunately, this can be done by a small modification, discarding one layer of points from the north-eastern and
Fig. 4.19. Basic cell of radius \( r = 3 \) assigned to a processor. The cell has 18 grid points, shown in black. Grid points outside the cell are shown in white. Grid points on the thick lines are included; those on the thin lines are excluded. The cell contains 13 grid points that are closer to the centre than to a corner of the enclosing square and it contains five points at equal distance. The cell has 14 neighbouring grid points.

south-eastern border of the diamond, as shown in Fig. 4.19. For \( r = 3 \), the number of points decreases from 25 (see Fig. 4.17) to 18. The resulting set of points can be seen as the set of points closer to the centre than to the corner of the enclosing large square, and such a set is called a \textbf{Voronoi cell}. Ties are broken by assigning border points to the interior for the western borders, and to the exterior for the eastern borders. Only one corner is assigned to the interior. This way, we obtain a basic cell that can be repeated and used to fill the whole space. We can place the diamonds in a periodic fashion at centres \( c = \lambda a + \mu b \), \( \lambda, \mu \in \mathbb{Z} \), where \( a = (r, r) \) and \( b = (-r, r) \).

Figure 4.20 shows how the basic cell is used to distribute a 12 \( \times \) 12 grid over eight processors. Five cells are complete (black, green, pink, gold, and brown); the dark blue processor has points near the left and right border of the grid; the light blue processor has points near the top and bottom; and the red processor has points near the four corners. The pieces have been combined by treating the grid boundaries as periodic. Each processor has 18 grid points. The communication volume is 104 and \( h_s = h_r = 14 \); the BSP cost of the computation is \( 90 + 14g + 2l \).

A different way of partitioning a \( k \times k \) grid is to translate it into the corresponding \( k^2 \times k^2 \) matrix and vectors of length \( k^2 \), then let the Mondriaan package find a good data distribution for the corresponding sparse matrix–vector multiplication, and translate this back into a grid distribution. As before, we impose \( \text{distr}(\mathbf{u}) = \text{distr}(\mathbf{v}) \) for the vectors and use a row distribution for the matrix. Figure 4.21 shows the result for an allowed load imbalance \( \epsilon = 10\% \). Note that Mondriaan (the package!) prefers stepwise borders, similar to the borders of a digital diamond. The communication volume is \( V = 85 \), which is lower than for the regular distribution of Fig. 4.20. The reason is
Fig. 4.20. Distribution of a $12 \times 12$ grid over eight processors obtained by using the basic cell from Fig. 4.19 (see also Plate 4).

Fig. 4.21. Distribution of a $12 \times 12$ grid over eight processors produced by the Mondriaan package (see also Plate 5).
that Mondriaan manages to make each processor subdomain connected, thus reducing the communication compared with the regular case where disconnected subdomains occur. The achieved load imbalance in the corresponding matrix–vector multiplication is $\epsilon' = 8.3\%$. The maximum number of vector components per processor is 20; the average is 18. We had to allow such a load imbalance, because otherwise Mondriaan could not succeed in keeping the communication low. (For $\epsilon = 3\%$, the result is perfect load balance, $\epsilon' = 0$, but disconnected subdomains and a high volume, $V = 349$.) The BSP cost of the computation is $91 + 16g + 2l$, where we have taken into account that points on the grid boundary have fewer flops associated with them. Running Mondriaan takes much more time than performing one Laplacian operation on the grid, but the effort of finding a good distribution has to be spent only once, and the cost can be amortized over many parallel computations on the same grid.

The crucial property of our matrix–vector multiplication algorithm applied to grid computation is that a value needed by another processor is sent only once, even if it is used several times. Our cost model reflects this, thus encouraging reuse of communicated data. If a partitioning method based on this cost model is applied to a regular grid, then the result will be diamond-like shapes of the subdomain, as shown in Fig. 4.21.

The prime application of diamond-shaped partitioning will most likely be in three dimensions, where the number of grid points at the boundary of a subdomain is relatively large compared to the number of interior points. If a processor has a cubic block of $N = k^3/p$ points, about $6k^2/p^{2/3} = 6N^{2/3}$ are boundary points; in the two-dimensional case this is only $4N^{1/2}$. For example, if a processor has a $10 \times 10 \times 10$ block, 488 points are on the processor boundary. In three dimensions, communication is important. Based on the surface-to-volume ratio of a three-dimensional digital diamond, we can expect a reduction by a factor $\sqrt{3} \approx 1.73$ in communication cost, which is certainly worthwhile. The reduction achieved in reality depends on whether we manage to fill three-dimensional space with shapes that closely resemble digital diamonds.

The basic cell that suits our purpose is a truncated octahedron, shown in Fig. 4.22. The surface parts have been carefully assigned to the interior or exterior, so that the whole space can be filled with nonoverlapping copies of the cell, that is, with no point in space belonging to more than one cell. This has been achieved by a fair assignment of the faces, edges, and vertices of the cell. For instance, the front square is included in the cell but the back square is not. A cell of radius $r$ is enclosed by a cube with edge length $2r$. We can fill space with such cubes, and place copies of the basic cell at the corners and centres of these cubes. As a result, cells are centred at points $(\lambda r, \mu r, \nu r)$, with $\lambda$, $\mu$, $\nu$ three even integers, or three odd integers. This set of centre points is called the body-centred cubic (BCC) lattice. Each centre point represents a processor. As in the two-dimensional case, the basic cell is a Voronoi cell,
Fig. 4.22. Basic three-dimensional cell assigned to a processor. The cell is defined as the set of grid points that fall within a truncated octahedron. The boundaries of this truncated octahedron are included/excluded as follows. Included are the four hexagons and three squares visible at the front (which are enclosed by solid lines), the twelve edges shown as thick solid lines, and the six vertices marked in black. The other faces, edges, and vertices are excluded. The enclosing cube is shown for reference only. Neighbouring cells are centred at the eight corners of the cube and the six centres of neighbouring cubes.

since grid points of the cell are closer to its centre than to the centres of other cells (with fair tie breaking).

The number of grid points of the basic cell is $4r^3$. A careful count shows that the number of points on the surface is $9r^2 + 2$ and that the number of sends and receives is $9r^2 + 6r + 2$. The resulting communication-to-computation ratio is

$$\frac{T_{\text{comm, truncated octahedron}}}{T_{\text{comp, truncated octahedron}}} = \frac{9r^2 + 6r + 2}{7 \cdot 4r^3} g \approx \frac{9}{28r} g \approx \frac{9(4p)^{1/3}}{28k} g,$$

which is better by a factor of 1.68 than the ratio $6p^{1/3}/(7k)$ for blocks. In an actual implementation, it may be most convenient to use a cubic array as local data structure, with an extra layer of points along each border, and to fill this array only partially. This enables the use of a regular array structure while still reducing the communication.

Table 4.3 shows the communication cost for various distributions of a two-dimensional grid with $k = 1024$ and a three-dimensional grid with $k = 128$. For the two-dimensional Laplacian, the ideal case for the rectangular block distribution occurs for $p = q^2$, that is, for $p = 4, 16, 64$, since the
local subdomains then become square blocks. For \( p = 2q^2 \), that is, for \( p = 2, 8, 32, 128 \), the blocks become rectangles with an aspect ratio 2 : 1. In contrast, the ideal case for the diamond distribution is \( p = 2q^2 \). To handle the nonideal case \( p = q^2 \) as well, the diamond distribution is generalized by stretching the basic cell in one direction, giving a communication cost of \( 4kg/\sqrt{p} \). The table shows that the diamond distribution is better than the rectangular block distribution for \( p = 2q^2 \) and performs the same for \( p = q^2 \), except in the special case of small \( p \), where the boundaries of the grid play a prominent role. For the three-dimensional Laplacian, only the ideal case for the diamond distribution, \( p = 2q^3 \), is shown. (The other cases \( p = q^3 \) and \( p = 4q^3 \) are more difficult to treat, requiring a generalization of the diamond distribution based on stretching the basic cell. An application developer having 32 or 64 processors at his disposal might be motivated to implement this kind of generalization.) We observe a reduction by a factor of 1.71 for \( p = 16 \) compared with the block distribution. Asymptotically, for large radius \( r \), the reduction factor is \( 16/9 \approx 1.78 \) in the case \( p = 2q^3 \).

For comparison, Table 4.3 also presents results obtained by using the Mondriaan package (version 1.0) to produce a row distribution of the Laplacian matrix and a corresponding distribution of the grid. For the Mondriaan distribution, the allowed load imbalance for the corresponding matrix is \( \epsilon = 10\% \). The communication cost given is the average over 100 runs of the Mondriaan program, each time with a different seed of the random number generator used. In three dimensions, the Mondriaan distribution is better than blocks and for large local subdomains (such as for \( p = 16 \)) it comes close to the performance of diamonds.

<table>
<thead>
<tr>
<th>Grid</th>
<th>( p )</th>
<th>Rectangular</th>
<th>Diamond</th>
<th>Mondriaan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024 ( \times 1024 )</td>
<td>2</td>
<td>1024</td>
<td>2046</td>
<td>1024</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1024</td>
<td>2048</td>
<td>1240</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1280</td>
<td>1026</td>
<td>1378</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1024</td>
<td>1024</td>
<td>1044</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>768</td>
<td>514</td>
<td>766</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>512</td>
<td>512</td>
<td>548</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>384</td>
<td>258</td>
<td>395</td>
</tr>
<tr>
<td>64 ( \times 64 \times 64 )</td>
<td>16</td>
<td>4096</td>
<td>2402</td>
<td>2836</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>1024</td>
<td>626</td>
<td>829</td>
</tr>
</tbody>
</table>

Table 4.3. Communication cost (in \( g \)) for a Laplacian operation on a grid, using distributions based on rectangular blocks and diamond cells, and a distribution produced by the Mondriaan package.
4.9 Remainder of BSPlib: example function bspmv

The function bspmv is an implementation of Algorithm 4.5 for sparse matrix–vector multiplication. It can handle every possible data distribution for the matrix and vectors. Before executing the algorithm, each processor builds its own local data structure for representing the local part of the sparse matrix. The local nonempty rows are numbered $i = 0, \ldots, \text{nrows} - 1$, where $\text{nrows} = |I_s|$. The global index of the row with local index $i$ is given by $i = \text{rowindex}[i]$. Similarly, the global index of the column with local index $j$ is given by $j = \text{colindex}[j]$, for $0 \leq j < \text{ncols}$. (The local indices $i$ and $j$ of the matrix data structure are distinct from those of the vectors.) The nonzeros are stored in order of increasing local row index $i$. The nonzeros of each local row are stored consecutively in increasing order of local column index $j$, using the ICRS data structure. The $k$th nonzero is stored as a pair $(a[k], \text{inc}[k])$, where $a[k]$ is the numerical value of the nonzero and $\text{inc}[k]$ the increment in the local column index.

This data structure is convenient for use in repeated sparse matrix–vector multiplication. Building the structure, however, requires quite a bit of preprocessing on input. An outline of the input preprocessing is as follows. Each triple $(i, j, a_{ij})$ is read from an input file and sent to the responsible processor, as determined by the matrix distribution of the file. The local triples are then sorted by increasing global column index, which enables conversion to local column indices. During the conversion, the global indices are registered in $\text{colindex}$. The triples are sorted again, this time by global row index, taking care that the original mutual precedences are maintained between triples from the same matrix row. The global row indices are then converted to local ones and the array $\text{rowindex}$ is initialized.

The nonzeros must be sorted with care. Sequentially, the $\text{nz}(A)$ nonzeros of a sparse matrix $A$ can be sorted by row in time $O(\text{nz}(A) + n)$, simply by counting the number of nonzeros in each row during one pass through the nonzeros, allocating exactly the right amount of memory space for each row, and filling the space in a second pass. In parallel, it is more difficult to sort efficiently, because the range of possible global indices remains $0, \ldots, n - 1$, while the number of local nonzeros decreases to $\text{nz}(A)/p$. Clearly, such $O(\text{nz}(A)/p + n)$ behaviour for a straightforward sort by row index is nonscalable and hence unacceptable. Fortunately, a radix sort (see [46]) with radix $r = \sqrt{n}$ will do the job. This method first sorts the triples by using $i \mod r$ as a key, and then in a second pass sorts the indices by using $i \div r$ as a key, maintaining the original mutual precedences between triples that have the same key for the second pass. The total time and memory needed is about $O(\text{nz}(A)/p + n/r + r)$, which is minimal for the choice $r = \sqrt{n}$. We choose the radix to be a power of two close to $\sqrt{n}$, because of the cheaper modular arithmetic for powers of two. This sorting procedure is scalable in time and memory by our definition in Section 3.5, because $\sqrt{n} = O(n/p + p)$. The driver program bspmv_test (not printed here...
because of its length, but included in BSPedupack) implements the complete input phase, for matrix as well as vectors.

The relation between the vector variables of Algorithm 4.5 and the functions \texttt{bspmv} and \texttt{bspmv\_init} is as follows. Vector component \(v_j\) corresponds to a local component \(v[k]\) in \(P(\phi_v(j))\), where \(j = \text{vindex}[k]\). All the needed vector components \(v_j\), whether obtained from other processors or already present locally, are written into a local array \(vloc\), which has the same local indices as the matrix columns; \(vloc[j]\) stores a copy of \(v_j\), where \(j = \text{colindex}[j]\). This copy is obtained using a \texttt{bsp\_get}, because the receiver knows it needs the value. The processor from which to get the value \(v_j\) has processor number \(\phi_v(j) = \text{srcprocv}[j]\) and this number is stored beforehand by the initialization function \texttt{bspmv\_init}. This way, the source processor needs to be determined only once and its processor number can be used without additional cost in repeated application of the matrix–vector multiplication. We also need to determine the location in the source processor where \(v_j\) resides. This location is stored as the local index \(\text{srcindv}[j]\).

The partial sum \(u_{it} = \text{sum}\) is computed by pointer magic, to be explained later on, and this sum is immediately sent to the processor \(P(\phi_u(i))\) that computes \(u_i\). A convenient way of sending this value is by using the \texttt{bsp\_send} primitive, which is the core primitive of \textbf{bulk synchronous message passing}, a new style of communication introduced in this section. The function \texttt{bspmv} is the first occasion where we see the five important bulk synchronous message passing primitives of BSPlib in action. (An additional high-performance primitive is presented in Exercise 10.) The \texttt{bsp\_send} primitive allows us to send data to a given processor without specifying the location where the data is to be stored. One can view \texttt{bsp\_send} as a \texttt{bsp\_put} with a wildcard for the destination address. In all other aspects, \texttt{bsp\_send} acts like \texttt{bsp\_put}; in particular, it performs a one-sided communication since it does not require any activity by the receiver in the same superstep. (In the next superstep, however, the receiver must do something if it wants to use the received data, see below.) The \texttt{bsp\_send} primitive is quite unlike traditional message passing primitives, which require coordinated action of a sender and a receiver.

The reason for the existence of \texttt{bsp\_send} is nicely illustrated by \textbf{Superstep 2} of \texttt{bspmv}, which employs \texttt{bsp\_send} to send a nonzero partial sum \(u_{it}\) to processor \(P(\phi_u(i))\). The information whether a nonzero partial sum for a certain row exists is only available at the sender. As a consequence, a sending processor does not know what the other processors send. Furthermore, processors do not know what they will receive. If we were to use \texttt{bsp\_put} statements, we would have to specify a destination address. One method of doing this is by having each receiving processor reserve memory space to store \(p\) partial sums \(u_{it}\) for each of its vector components \(u_i\). If this is done, the processor that computes a partial sum \(u_{it}\) can write it directly into the memory cell reserved for it on \(P(\phi_u(i))\). Unfortunately, the amount of reserved local memory, of the order \(p \cdot n/p = n\) cells, is \(p\) times larger than the memory
needed for the vectors and a large part of this memory may never be used for writing nonzero partial sums. Furthermore, this method also requires $O(n)$ computing time, since all memory cells must be inspected. Thus, this method is nonscalable both in time and memory. An alternative is a rather clumsy method that may be termed the ‘three-superstep’ approach. In the first superstep, each processor tells each of the other processors how many partial sums it is going to send. In the second superstep, each receiving processor reserves exactly the required amount of space for each of the senders, and tells them the address from which they can start writing. Finally, in the third superstep, the partial sums are put as pairs $(i, u_{it})$. Fortunately, we can organize the communication in a more efficient and more elegant way by using the `bsp_send` primitive instead of `bsp_put`. This is done in the function `bspmv`. Any one writing programs with irregular communication patterns will be grateful for the existence of `bsp_send`!

The `bsp_send` primitive sends a message which consists of a tag and a payload. The tag is used to identify the message; the payload contains the actual data. The use of the `bsp_send` primitive is illustrated by the top part of Fig. 4.23. In our case, the tag is an index corresponding to $i$ and the payload is the partial sum $u_{it}$. The syntax is

```c
bsp_send(pid, tag, source, nbytes);
```

Here, `int pid` is the identity of the destination processor; `void *tag` is a pointer to the tag; `void *source` is a pointer to the source memory from

![Fig. 4.23. Send operation from BSPlib. The `bsp_send` operation copies `nbytes` of data from the local processor `bsp_pid` into a message, adds a tag, and sends this message to the specified destination processor `pid`. Here, the pointer `source` points to the start of the data to be copied. In the next superstep, the `bsp_move` operation writes at most `maxnbytes` from the message into the memory area specified by the pointer `dest`.](image)
which the data to be sent are read; \texttt{int nbytes} is the number of bytes to be sent. In our case, the number of the destination processor is available as \( \phi_u(i) = \text{destproc}_u[i] \), which has been initialized beforehand by the function \texttt{bspmv\_init}. It is important to choose a tag that enables the receiver to handle the payload easily. Here, the receiver needs to know to which vector component the partial sum belongs. We could have used the global index \( i \) as a tag, but then this index would have to be translated on receipt into the local index \( i \) used to access \( u \). Instead, we use the local index directly. Note that in this case the tag need not identify the source processor, since its number is irrelevant.

The message to be sent using the \texttt{bsp\_send} primitive is first stored by the system in a local send buffer. (This implies that the tag and source variable can be reused immediately.) The message is then sent and stored in a buffer on the receiving processor. The send and receive buffers are invisible to the user (but there is a way of emptying the receive buffer, as you may guess).

Some time after the message has been sent, it becomes available on the receiving processor. In line with the philosophy of the BSP model, this happens at the end of the current superstep. In the next superstep, the messages can be read; reading messages means moving them from the receive buffer into the desired destination memory. At the end of the next superstep all remaining unmoved messages will be lost. This is to save buffer memory and to force the user into the right habit of cleaning his desk at the end of the day. (As said before, the BSP model and its implementation BSPlib are quite paternalistic. They often force you to do the right thing, for lack of alternatives.) The syntax of the move primitive is

\[
\texttt{bsp\_move(dest, maxnbytes);}
\]

Here, \texttt{void *dest} is a pointer to the destination memory where the data are written; \texttt{int maxnbytes} is an upper bound on the number of bytes of the payload that is to be written. This is useful if only part of the payload needs to be retrieved. The use of the \texttt{bsp\_move} primitive is illustrated by the bottom part of Fig. 4.23.

In our case, the payload of a message is one double, which is written in its entirety into \texttt{sum}, so that \texttt{maxnbytes = SZDBL}.

The header information of a message consists of the tag and the length of the payload. This information can be retrieved by the statement

\[
\texttt{bsp\_get\_tag(status, tag);}
\]

Here, \texttt{int *status} is a pointer to the status, which equals \(-1\) if the buffer is empty; otherwise, it equals the length of the payload in bytes. Furthermore, \texttt{void *tag} is a pointer to the memory where the tag is written. The status information can be used to decide whether there is an unread message, and if so, how much space to allocate for it. In our case, we know that each payload has the same fixed length \texttt{SZDBL}. 
We could have used the status in the termination criterion of the loop in Superstep 3, to determine whether we have handled all partial sums. Instead, we choose to use the enquiry primitive

\[ \text{bsp}_qsize(nmessages, nbytes); \]

Here, \( \text{int *} nmessages \) is a pointer to the total number of messages received in the preceding superstep, and \( \text{int *} nbytes \) is a pointer to the total number of bytes received. In our program, we only use \( \text{bsp}_qsize \) to determine the number of iterations of the loop, that is, the number of partial sums received. In general, the \( \text{bsp}_qsize \) primitive is useful for allocating the right amount of memory for storing the received messages. Here, we do not need to allocate memory, because we process and discard the messages immediately after we read them. The name \( \text{bsp}_qsize \) derives from the fact that we can view the receive buffer as a queue: messages wait patiently in line until they are processed.

In our program, the tag is an integer, but in general it can be of any type. The size of the tag in bytes is set by

\[ \text{bsp}_set_tagsize(tagsz); \]

On input, \( \text{int *} tagsz \) points to the desired tag size. As a result, the system uses the desired tag size for all messages to be sent by \( \text{bsp}_send \). The function \( \text{bsp}_set_tagsize \) takes effect at the start of the next superstep. All processors must call the function with the same tag size. As a side effect, the contents of \( tagsz \) will be modified, so that on output it contains the previous tag size of the system. This is a way of preserving the old value, which can be useful if an initial global state of the system must be restored later.

In one superstep, an arbitrary number of communication operations can be performed, using either \( \text{bsp}_put \), \( \text{bsp}_get \), or \( \text{bsp}_send \) primitives, and they can be mixed freely. The only practical limitation is imposed by the amount of buffer memory available. The BSP model and BSPlib do not favour any particular type of communication, so that it is up to the user to choose the most convenient primitive in a given situation.

The local matrix–vector multiplication in Superstep 2 is an implementation of Algorithm 4.4 for the local data structure, modified to handle a rectangular \( n_{\text{rows}} \times n_{\text{cols}} \) matrix. The inner loop of the multiplication has been optimized by using pointer arithmetic. For once deviating from our declared principles, we sacrifice readability here because this loop is expected to account for a large proportion of the computing time spent, and because pointer arithmetic is the \textit{raison d’être} of the ICRS data structure. The statement

\[ \text{*psum += (*pa) * (*pvloc);} \]

is a translation of

\[ \text{sum += a[k] * vloc[j];} \]
We move through the array \( a \) by incrementing \( p_a \) (i.e. the pointer to \( a \)) and do the same for the \( \text{inc} \) array. Instead of using an index \( j \) to access \( v_{\text{loc}} \), we use a pointer \( p_{\text{loc}} \); after a nonzero has been processed, this pointer is moved \( *p_{\text{inc}} = \text{inc}[k] \) places forward.

The initialization function \texttt{bspmv\_init} first reveals the owner of each global index \( i \), storing its number in a temporary array \( \text{tmp\_proc} \) that can be queried by all processors. As a result, every processor can find answers to questions such as: who is the owner of \( u_i \) and where is this component parked? For scalability, the temporary array is itself distributed, and this is done by the cyclic distribution. In addition, the local index on the owning processor is stored in an array \( \text{tmp\_ind} \). The temporary arrays are then queried to initialize the local lists used for steering the communications. For example, vector component \( v_j \) with \( j = j_{\text{glob}} = \text{col\_index}[j] \), which is needed for local matrix column \( j \), can be obtained from the processor whose number is stored in array \( \text{tmp\_proc\_v} \) on processor \( P(j \mod p) \), in location \( j \div p \). A suitable mental picture is that of a collection of notice boards: every processor first announces the availability of its vector components on the appropriate notice boards and then reads the announcements that concern the components it needs. We finish \texttt{bspmv\_init} by deregistering and freeing memory. Note that we deregister memory in \texttt{Superstep 3} but deallocate it only in \texttt{Superstep 4}. This is because deregistration takes effect only at the end of \texttt{Superstep 3}; allocated memory must still exist at the time of actual deregistration.

The main purpose of the program \texttt{bspmv} is to explain the bulk synchronous message passing primitives. It is possible to optimize the program further, by performing a more extensive initialization, so that all data for the same destination can be sent together in one block. This can even be done using \texttt{puts}! (Such optimization is the subject of Exercise 10.)

The program text is:

```c
#include "bspedupack.h"

void bspmv(int p, int s, int n, int nz, int nrows, int ncols,
           double *a, int *inc,
           int *srcprocv, int *srcindv, int *destprocu,
           int *destindu, int nv, int nu, double *v, double *u) {
    /* This function multiplies a sparse matrix A with a
dense vector v, giving a dense vector u=Av.
A is n by n, and u,v are vectors of length n.
A, u, and v are distributed arbitrarily on input.
They are all accessed using local indices, but the local
matrix indices may differ from the local vector indices.
The local matrix nonzeros are stored in an incremental
compressed row storage (ICRS) data structure defined by
nz, nrows, ncols, a, inc. */
```
All rows and columns in the local data structure are nonempty.

p is the number of processors.
s is the processor number, 0 <= s < p.
n is the global size of the matrix A.
nz is the number of local nonzeros.
nrows is the number of local rows.
ncols is the number of local columns.

a[k] is the numerical value of the k'th local nonzero of the sparse matrix A, 0 <= k < nz.
inc[k] is the increment in the local column index of the k'th local nonzero, compared to the column index of the (k-1)'th nonzero, if this nonzero is in the same row; otherwise, ncols is added to the difference. By convention, the column index of the -1'th nonzero is 0.

srcprocv[j] is the source processor of the component in v corresponding to the local column j, 0 <= j < ncols.
srcindv[j] is the local index on the source processor of the component in v corresponding to the local column j.
destprocu[i] is the destination processor of the partial sum corresponding to the local row i, 0 <= i < nrows.
destindu[i] is the local index in the vector u on the destination processor corresponding to the local row i.

nv is the number of local components of the input vector v.
nu is the number of local components of the output vector u.
v[k] is the k'th local component of v, 0 <= k < nv.
u[k] is the k'th local component of u, 0 <= k < nu.

/*
int i, j, k, tagsz, status, nsums, nbytes, *pinc;

****** Superstep 0. Initialize and register *****
for(i=0; i<nu; i++)
    u[i]= 0.0;
vloc= vecallocd(ncols);
bsp_push_reg(v,nv*SZDBL);
tagsz= SZINT;
bsp_set_tagsize(&tagsz);
bsp_sync();

****** Superstep 1. Fanout *****
for(j=0; j<ncols; j++)
    bsp_get(srcprocv[j],v,srclndv[j]*SZDBL,&vloc[j],SZDBL);
bsp_sync();
/***** Superstep 2. Local matrix--vector multiplication
and fanin */

psum= &sum;
pa= a;
pinc= inc;
pvloc= vloc;
pvloc_end= pvloc + ncols;

pvloc += *pinc;
for(i=0; i<nrows; i++){
    *psum= 0.0;
    while (pvloc<pvloc_end){
        *psum += (*pa) * (*pvloc);
        pa++;
pinc++;
pvloc += *pinc;
    }
    bsp_send(destprocu[i],&destindu[i],psum,SZDBL);
pvloc -= ncols;
}

bsp_sync();

/***** Superstep 3. Summation of nonzero partial sums *****/

bsp_qsize(&nsums,&nbytes);
bsp_get_tag(&status,&i);
for(k=0; k<nsums; k++){ /* status != -1, but its value is not used */
    bsp_move(&sum,SZDBL);
u[i] += sum;
    bsp_get_tag(&status,&i);
}

bsp_pop_reg(v);
vecfreed(vloc);

} /* end bspmv */

int nloc(int p, int s, int n){
    /* Compute number of local components of processor s for vector
     * of length n distributed cyclically over p processors. */
    return (n+p-s-1)/p ;
}

} /* end nloc */

void bspmv_init(int p, int s, int n, int nrows, int ncols,
    int nv, int nu, int *rowindex, int *colindex,
    int *vindex, int *uindex, int *srcprocv,
    int *srcindv, int *destprocu, int *destindu){
/* This function initializes the communication data structure needed for multiplying a sparse matrix A with a dense vector v, giving a dense vector u=Av.

Input: the arrays rowindex, colindex, vindex, uindex, containing the global indices corresponding to the local indices of the matrix and the vectors.
Output: initialized arrays srcprocv, srcindv, destprocu, destindu containing the processor number and the local index on the remote processor of vector components corresponding to local matrix columns and rows.

p, s, n, nrows, ncols, nv, nu are the same as in bspmv.

rowindex[i] is the global index of the local row
i, 0 <= i < nrows.
colindex[j] is the global index of the local column
j, 0 <= j < ncols.
vindex[j] is the global index of the local v-component
j, 0 <= j < nv.
uindex[i] is the global index of the local u-component
i, 0 <= i < nu.

srcprocv, srcindv, destprocu, destindu are the same as in bspmv. */

int nloc(int p, int s, int n); int np, i, j, iglob, jglob, *tmpprocv, *tmpindv, *tmpprocu, *tmpindu;

******/ Superstep 0. Allocate and register temporary arrays */
np= nloc(p,s,n);
tmpprocv=vecalloci(np); bsp_push_reg(tmpprocv,np*SZINT);
tmpindv=vecalloci(np); bsp_push_reg(tmpindv,np*SZINT);
tmpprocu=vecalloci(np); bsp_push_reg(tmpprocu,np*SZINT);
tmppindu=vecalloci(np); bsp_push_reg(tmppindu,np*SZINT);
bsp_sync();

******/ Superstep 1. Write into temporary arrays *****/
for(j=0; j<nv; j++){
  jglob= vindex[j]; /* Use the cyclic distribution */
  bsp_put(jglob%p,&s,tmpprocv,(jglob/p)*SZINT,SZINT);
  bsp_put(jglob%p,j,tmpindv, (jglob/p)*SZINT,SZINT);
}
for(i=0; i<nu; i++){
  iglob= uindex[i];
  bsp_put(iglob%p,&s,tmpprocu,(iglob/p)*SZINT,SZINT);
  bsp_put(iglob%p,i,tmppindu, (iglob/p)*SZINT,SZINT);
}
bsp_sync();
EXPERIMENTAL RESULTS ON A BEOWULF CLUSTER

4.10 Experimental results on a Beowulf cluster

Nowadays, a Beowulf cluster is a powerful and relatively cheap alternative to the traditional supercomputer. A Beowulf cluster consists of several PCs connected by communication switches, see Fig. 1.11. In this section, we use a cluster of 32 IBM x330 nodes, located at the Physics Department of Utrecht University and part of DAS-2, the 200-node Distributed ASCI Supercomputer built by five collaborating Dutch universities for research into parallel and Grid computing. (A cluster of the DAS-2 was the machine Romein and Bal [158] used to solve the African game of Awari.) Each node of the cluster contains two Pentium-III processors with 1 GHz clock speed, 1 Gbyte of memory, a local disk, and interfaces to Fast Ethernet and Myrinet. The nodes within the cluster are connected by a Myrinet-2000 communication network. The operating system is Linux and the compiler used in our experiments is version 3.2.2 of the GNU C compiler.

The 32-node, 64-processor Beowulf cluster has been turned into a BSP computer with \( p = 64 \) by using a preliminary version of the BSPlib implementation by Takken [173], the Panda BSP library, which runs on top of the Panda portability layer [159], version 4.0. For \( p \leq 32 \), one processor per node is used; for \( p = 64 \), two processors per node. The BSP parameters of the cluster measured by using bspbench are given in Table 4.4. Note that \( g \) remains more or less constant as a function of \( p \), and that \( l \) grows linearly. The values of \( g \) and \( l \) are about ten times higher than the values for the Origin.
Table 4.4. Benchmarked BSP parameters $p, g, l$ and the time of a 0-relation for a Myrinet-based Beowulf cluster running the Panda BSP library. All times are in flop units ($r = 323$ Mflop/s)

<table>
<thead>
<tr>
<th>$p$</th>
<th>$g$</th>
<th>$l$</th>
<th>$T_{\text{comm}}(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1337</td>
<td>7188</td>
<td>6767</td>
</tr>
<tr>
<td>2</td>
<td>1400</td>
<td>100743</td>
<td>102932</td>
</tr>
<tr>
<td>4</td>
<td>1401</td>
<td>226131</td>
<td>255307</td>
</tr>
<tr>
<td>8</td>
<td>1190</td>
<td>440742</td>
<td>462828</td>
</tr>
<tr>
<td>16</td>
<td>1106</td>
<td>835196</td>
<td>833095</td>
</tr>
<tr>
<td>32</td>
<td>1711</td>
<td>1350775</td>
<td>1463009</td>
</tr>
<tr>
<td>64</td>
<td>2485</td>
<td>241096</td>
<td>2730173</td>
</tr>
</tbody>
</table>

Table 4.5. Test set of sparse matrices

<table>
<thead>
<tr>
<th>Matrix</th>
<th>$n$</th>
<th>$nz$</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>random1k</td>
<td>1000</td>
<td>9779</td>
<td>Random sparse matrix</td>
</tr>
<tr>
<td>random20k</td>
<td>20000</td>
<td>99601</td>
<td>Random sparse matrix</td>
</tr>
<tr>
<td>amorph20k</td>
<td>20000</td>
<td>100000</td>
<td>Amorphous silicon [169]</td>
</tr>
<tr>
<td>prime20k</td>
<td>20000</td>
<td>382354</td>
<td>Prime number matrix</td>
</tr>
<tr>
<td>lhr34</td>
<td>35152</td>
<td>776014</td>
<td>Light hydrocarbon recovery [192]</td>
</tr>
<tr>
<td>nasasrb</td>
<td>54870</td>
<td>1366097</td>
<td>Shuttle rocket booster</td>
</tr>
<tr>
<td>bcsstk32</td>
<td>44609</td>
<td>2014701</td>
<td>Automobile chassis</td>
</tr>
<tr>
<td>cage12</td>
<td>130228</td>
<td>2032536</td>
<td>DNA electrophoresis [186]</td>
</tr>
</tbody>
</table>

3800 supercomputer given in Table 4.3, and the computing rate is about the same. The version of the Panda BSP library used has not been fully optimized yet. For instance, if a processor puts data into itself, this can be done quickly by a memory copy via a buffer, instead of letting the underlying Panda communication system discover, at much higher cost, that the destination is local. The lack of this feature is revealed by the relatively high value of $g$ for $p = 1$. In the experiments described below, the program bspmv has been modified to avoid sending data from a processor to itself. (In principle, as users we should refuse to perform such low-level optimizations. The BSP system should do this for us, since the main advantage of BSP is that it enables such communication optimizations.)

Table 4.5 shows the set of sparse matrices used in our experiments. The set consists of: random1k and random20k, which represent the random sparse matrices discussed in Section 4.7; amorph20k, which was created by converting a model of 20,000 silicon atoms, each having four connections with other atoms, to a sparse matrix, see Fig. 4.2 and Exercise 7; prime20k, which extends the matrix prime60 from the cover of this book to size $n = 20,000$;
lhr34, which represents the simulation of a chemical process; nasasrb and bcsstk32, which represent three-dimensional structural engineering problems from NASA and Boeing, respectively; and cage12, one of the larger matrices from the DNA electrophoresis series, see Fig. 4.1. The original matrix nasasrb is symmetric, but we take only the lower triangular part as our test matrix. The matrices have been ordered by increasing number of nonzeros. The largest four matrices can be obtained from the University of Florida collection [53]. The size of the matrices in the test set is considered medium by current standards (but bcsstk32 was the largest matrix in the original Harwell–Boeing collection [64]).

The matrices of the test set and the corresponding input and output vectors were partitioned by the Mondriaan package (version 1.0) for the purpose of parallel sparse matrix–vector multiplication. The resulting BSP costs are given in Table 4.6. Note that every nonzero is counted as two flops, so that the cost for $p = 1$ equals $2\text{nz}(A)$. Mondriaan was run with 3% load imbalance allowed, with input and output vectors distributed independently, and with all parameters set to their default values. The synchronization cost is not shown, since it is always $4l$, except in a few cases: for $p = 1$, the cost is $l$; for $p = 2$, it is $2l$; and for $p = 4$, it is $2l$ in the case of the matrices amorph20, nasasrb, and bcsstk32, that is, the matrices with underlying three-dimensional structure. Still, synchronization cost can be important: since $l \approx 100\,000$ for $p = 2$, matrices must have at least 100,000 nonzeros to make parallel multiplication worthwhile on this machine. Note that the matrices with three-dimensional structure have much lower communication cost than the random sparse matrices.

The time measured on our DAS-2 cluster for parallel sparse matrix–vector multiplication using the function bspmv from Section 4.9 is given in Table 4.7. The measured time always includes the synchronization overhead of two communication supersteps, since bspmv does not take advantage from a possibly empty fanin or fanout. We note that, as predicted, the matrix random1k is too small to observe a speedup. Instead, the total time grows with $p$ in the same way as the synchronization cost grows. It is interesting to compare the two matrices random20k and amorph20k, which have the same size and number of nonzeros (and are too small to expect any speedup). The matrix amorph20k has a much lower communication cost, see Table 4.6, and this results in considerably faster execution, see Table 4.7. The largest four matrices display modest speedups, as expected for $g \approx 1000$. The matrix nasasrb shows a speedup on moving from $p = 1$ to $p = 2$, whereas cage12 shows a slowdown, which agrees with the theoretical prediction.

It is quite common to finish research papers about parallel computing with a remark ‘it has been shown that for large problem sizes the algorithm scales well.’ If only all problems were large! More important than showing good speedups by enlarging problem sizes until the experimenter is happy, is gaining an understanding of what happens for various problem sizes, small as well as large.
### Table 4.6. Computation and communication cost for sparse matrix–vector multiplication

<table>
<thead>
<tr>
<th>p</th>
<th>random1k</th>
<th>random20k</th>
<th>amorph20k</th>
<th>prime20k</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19 558</td>
<td>199 202</td>
<td>200 000</td>
<td>764 708</td>
</tr>
<tr>
<td>2</td>
<td>10 048 + 408g</td>
<td>102 586 + 5073g</td>
<td>100 940 + 847g</td>
<td>393 520 + 4275g</td>
</tr>
<tr>
<td>4</td>
<td>5028 + 392g</td>
<td>51 292 + 4663g</td>
<td>51 490 + 862g</td>
<td>196 908 + 5534g</td>
</tr>
<tr>
<td>8</td>
<td>2512 + 456g</td>
<td>25 642 + 3452g</td>
<td>25 742 + 1059g</td>
<td>98 454 + 4030g</td>
</tr>
<tr>
<td>16</td>
<td>1256 + 227g</td>
<td>12 820 + 2152g</td>
<td>12 872 + 530g</td>
<td>49 226 + 3148g</td>
</tr>
<tr>
<td>32</td>
<td>626 + 224g</td>
<td>6408 + 1478g</td>
<td>6434 + 371g</td>
<td>24 612 + 2620g</td>
</tr>
<tr>
<td>64</td>
<td>312 + 132g</td>
<td>3202 + 1007g</td>
<td>3216 + 267g</td>
<td>12 304 + 2235g</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p</th>
<th>lhr34</th>
<th>nasasrb</th>
<th>bcsstk32</th>
<th>cage12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 528 028</td>
<td>2 732 194</td>
<td>4 029 402</td>
<td>4 065 072</td>
</tr>
<tr>
<td>2</td>
<td>782 408 + 157g</td>
<td>1 378 616 + 147g</td>
<td>2 070 816 + 630g</td>
<td>2 093 480 + 10 389g</td>
</tr>
<tr>
<td>4</td>
<td>388 100 + 945g</td>
<td>703 308 + 294g</td>
<td>1 036 678 + 786g</td>
<td>1 046 748 + 15 923g</td>
</tr>
<tr>
<td>8</td>
<td>196 724 + 457g</td>
<td>351 746 + 759g</td>
<td>518 676 + 842g</td>
<td>523 376 + 16 543g</td>
</tr>
<tr>
<td>16</td>
<td>98 364 + 501g</td>
<td>175 876 + 733g</td>
<td>259 390 + 1163g</td>
<td>261 684 + 9 984g</td>
</tr>
<tr>
<td>32</td>
<td>49 160 + 516g</td>
<td>87 938 + 585g</td>
<td>129 692 + 917g</td>
<td>130 842 + 6658g</td>
</tr>
<tr>
<td>64</td>
<td>24 588 + 470g</td>
<td>43 966 + 531g</td>
<td>64 836 + 724g</td>
<td>65 420 + 5385g</td>
</tr>
</tbody>
</table>
Table 4.7. Measured execution time (in ms) for sparse matrix–vector multiplication

<table>
<thead>
<tr>
<th>$p$</th>
<th>random</th>
<th>random</th>
<th>amorph</th>
<th>prime</th>
<th>lhr3</th>
<th>nasasrb</th>
<th>bcsstk32</th>
<th>cage12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (seq)</td>
<td>0.2</td>
<td>9</td>
<td>7</td>
<td>18</td>
<td>30</td>
<td>52</td>
<td>71</td>
<td>92</td>
</tr>
<tr>
<td>1 (par)</td>
<td>0.3</td>
<td>10</td>
<td>8</td>
<td>19</td>
<td>31</td>
<td>53</td>
<td>72</td>
<td>96</td>
</tr>
<tr>
<td>2</td>
<td>5.1</td>
<td>73</td>
<td>13</td>
<td>56</td>
<td>26</td>
<td>41</td>
<td>59</td>
<td>205</td>
</tr>
<tr>
<td>4</td>
<td>5.2</td>
<td>57</td>
<td>16</td>
<td>77</td>
<td>22</td>
<td>26</td>
<td>39</td>
<td>228</td>
</tr>
<tr>
<td>8</td>
<td>6.9</td>
<td>48</td>
<td>15</td>
<td>50</td>
<td>14</td>
<td>21</td>
<td>25</td>
<td>226</td>
</tr>
<tr>
<td>16</td>
<td>9.1</td>
<td>32</td>
<td>11</td>
<td>46</td>
<td>13</td>
<td>18</td>
<td>24</td>
<td>128</td>
</tr>
<tr>
<td>32</td>
<td>14.8</td>
<td>28</td>
<td>17</td>
<td>37</td>
<td>18</td>
<td>21</td>
<td>23</td>
<td>87</td>
</tr>
<tr>
<td>64</td>
<td>27.4</td>
<td>36</td>
<td>29</td>
<td>45</td>
<td>29</td>
<td>32</td>
<td>34</td>
<td>73</td>
</tr>
</tbody>
</table>

Qualitatively, the BSP cost can be used to explain the timing results, or predict them. Quantitatively, the agreement is less than perfect. The reader can easily check this by substituting the measured values of $g$ and $l$ into the cost expressions of Table 4.6. The advantage of presenting BSP costs for sparse matrices as shown in Table 4.6 over presenting raw timings as is done in Table 4.7 is the longevity of the results: in 20 years from now, when all present supercomputers will rest in peace, when I shall be older and hopefully wiser, the results expressed as BSP costs can still be used to predict execution time on a state-of-the-art parallel computer.

4.11 Bibliographic notes

4.11.1 Sparse matrix computations

The book *Direct methods for sparse matrices* by Duff, Erisman, and Reid [63], is a good starting point for a study of sequential sparse matrix computations of the direct type. Direct methods such as sparse LU decomposition for unsymmetric matrices and sparse Cholesky factorization for symmetric matrices are based on the Gaussian elimination method for solving linear systems. The unsymmetric case is characterized by the interplay between numerical stability and sparsity; in the symmetric case, it is often possible to separate these concerns by performing symbolic, sparsity-related computations before the actual numerical factorization. The book has a practical flavour, discussing in detail important issues such as sparse data structures, reuse of information obtained during previous runs of a solver, and heuristics for finding good pivot elements that preserve both the numerical stability and the sparsity. The book also introduces graph-theoretic concepts commonly used in the sparse matrix field. Another book on sparse matrix computations, written by Zlatev [194], tries to combine direct and iterative methods, for instance by first performing a sparse LU decomposition, dropping small matrix elements $a_{ij}$ with $|a_{ij}| \leq \tau$,
where $\tau$ is the drop tolerance, and then applying an iterative method to improve the solution. Zlatev also presents a parallel implementation for a shared-memory parallel computer.

A recent book which pays much attention to sparse matrix computations is *Numerical Linear Algebra for High-Performance Computers* by Dongarra, Duff, Sorensen, and van der Vorst [61]. The book treats direct and iterative solvers for sparse linear systems and eigensystems in much detail, and it also discusses parallel aspects. One chapter is devoted to preconditioning, solving a system $K^{-1}Ax = K^{-1}b$ instead of $Ax = b$, where the $n \times n$ matrix $K$ is the preconditioner, which must be a good approximation to $A$ for which $Kx = b$ is easy to solve. Finding good parallel preconditioners is an active area of research. Duff and van der Vorst [67] review recent developments in the parallel solution of linear systems by direct and iterative methods. The authors note that the two types of method cannot be clearly distinguished, since many linear solvers have elements of both.

The Templates project aims at providing precise descriptions in template form of the most important iterative solvers for linear systems and eigensystems, by giving a general algorithm with sufficient detail to enable customized implementation for specific problems. Templates for linear systems [11] contains a host of iterative linear system solvers, including the conjugate gradient (CG) [99], generalized minimal residual (GMRES) [160], and bi-conjugate gradient stabilized (Bi-CGSTAB) [184] methods. It is important to have a choice of solvers, since no single iterative method can solve all problems efficiently. Implementations of the complete templates for linear systems are available in C++, Fortran 77, and MATLAB. Most modern iterative methods build a Krylov subspace

$$K_m = \text{span}\{r, Ar, A^2r, \ldots, A^{m-1}r\}, \quad (4.54)$$

where $r = b - Ax^0$ is the residual of the initial solution $x^0$. Sparse matrix–vector multiplication is the main building block of Krylov subspace methods. A recent book on these methods has been written by van der Vorst [185]. Templates for algebraic eigensystems [8] treats the more difficult problem of solving eigensystems $Ax = \lambda x$ and generalized eigensystems $Ax = \lambda Bx$, where $A, B$ are square matrices, and it also treats the singular value decomposition $A = U\Sigma V^T$, where $U$ and $V$ are orthogonal matrices and $\Sigma$ is a diagonal matrix. An important eigenvalue solver discussed is the Lanczos method [125]. The expert knowledge of the authors has been captured in a decision tree which helps choosing the most suitable eigensystem solver for the application at hand. A complete implementation of all eigensystem templates does not exist, but the book [8] gives many references to software sources.

The Sparse Basic Linear Algebra Subprograms (Sparse BLAS) [66] have been formulated recently as a standard interface for operations involving sparse matrices or vectors. The most important primitive is $\text{BLAS\_dusmv}$
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(‘Double precision Unstructured Sparse Matrix–Vector multiplication’), which computes \( y := \alpha A x + y \). The sparse BLAS have been designed in an object-oriented fashion to make them independent of the data structure used in an implementation. Reference to a sparse matrix is made through a handle, which is in fact an integer that represents the matrix. As a result, user programs are not cluttered by details of the data structure. In an iterative solver using the sparse BLAS, a matrix will typically be created, filled with nonzero entries, used repeatedly, and then destroyed. One way of filling a sparse matrix is by dense subblocks, which occur in many applications. For each block, the location, row and column indices, and numerical values are stored. This can be used to great advantage by suitable data structures, saving memory space and yielding high computing rates that approach peak performance. The sparse BLAS are available for the languages C, Fortran 77, and Fortran 90.

The performance of sparse matrix algorithms achieved in practice depends to a large extent on the problem solved and hence it is important to use realistic test problems. The Harwell–Boeing collection was the first widely available set of sparse test matrices originating in real applications. Release 1, the version from 1989 described in [64], contained almost 300 matrices with the largest matrix \texttt{bcsstk32} of size \( n = 44 \, 609 \) possessing 1,029,655 stored nonzeros. (For this symmetric matrix, only the nonzeros below or on the main diagonal were stored.) The Harwell–Boeing input format is based on the CCS data structure, see Section 4.2. The original distribution medium of the 110-Mbyte collection was a set of three 9-track tapes of 2400 feet length and 1600 bits-per-inch (bpi) density. Using the CCS format and not the triple scheme saved at least one tape! The original Harwell–Boeing collection has evolved into the Rutherford–Boeing collection [65], available online through the Matrix Market repository [26]. Matrices from this repository are available in two formats: Rutherford–Boeing (based on CCS) and Matrix Market (based on the triple scheme). Matrix Market can be searched by size, number of nonzeros, shape (square or rectangular), and symmetry of the matrices. Useful statistics and pictures are provided for each matrix. Another large online collection is maintained and continually expanded by Tim Davis at the University of Florida [53]. (The cage matrices [186] used in this chapter can be obtained from there.) The currently largest matrix of the Florida collection, \texttt{cage15}, has \( n = 5 \, 154 \, 859 \) and \( nz = 99 \, 199 \, 551 \).

4.11.2 Parallel sparse matrix–vector multiplication algorithms

Already in 1988, Fox and collaborators [71,section 21–3.4] presented a parallel algorithm for dense matrix–vector multiplication that distributes the matrix in both dimensions. They assume that a block-distributed copy of the complete input vector is available in every processor row. Their algorithm starts with a local matrix–vector multiplication, then performs a so-called fold operation which gathers and adds partial sums \( u_{it}, 0 \leq t < N \), into a sum \( u_i \), spreading the responsibility for computing the sums \( u_i \) of a processor row over all its
processors, and finally broadcasts the sums within their processor row. Thus, the output vector becomes available in the same format as the input vector but with the role of processor rows and columns reversed. If the input and output vector are needed in exactly the same distribution, the broadcast must be preceded by a vector transposition.

The parallel sparse matrix–vector multiplication algorithm described in this chapter, Algorithm 4.5, is based on previous work by Bisseling and McColl [19,21,22]. The Cartesian version of the algorithm was first presented in [19] as part of a parallel implementation of GMRES, an iterative solver for square unsymmetric linear systems. Bisseling [19] outlines the advantages of using a two-dimensional Cartesian distribution and distributing the vectors in the same way as the matrix diagonal and suggests to use as a fixed matrix-independent distribution the square block/cyclic distribution, defined by assigning matrix element $a_{ij}$ to processor $P(i \div (n/\sqrt{p}), j \mod \sqrt{p})$. The cost analysis of the algorithm in [19] and the implementation, however, are closely tied to a square mesh communication network with store-and-forward routing. This means for instance that a partial sum sent from processor $P(s,t_0)$ to processor $P(s,t_1)$ has to be transferred through all intermediate processors $P(s,t), t_0 < t < t_1$. Experiments performed on a network of 400 transputers for a subset of unsymmetric sparse matrices from the Harwell–Boeing collection [64] give disappointing speedups for the matrix–vector multiplication part of the GMRES solver, due to the limitations of the communication network.

Bisseling and McColl [21,22] transfer the sparse matrix–vector multiplication algorithm from [19] to the BSP context. The matrix distribution is Cartesian and the vectors are distributed in the same way as the matrix diagonal. Now, the algorithm benefits from the complete communication network provided by the BSP architecture. Architecture-independent time analysis becomes possible because of the BSP cost function. This leads the authors to a theoretical and experimental study of scientific computing applications such as molecular dynamics, partial differential equation solving on multidimensional grids, and linear programming, all interpreted as an instance of sparse matrix–vector multiplication. This work shows that the block/cyclic distribution is an optimal fixed Cartesian distribution for unstructured sparse matrices; also optimal is a Cartesian matrix distribution based on a balanced random distribution of the matrix diagonal. Bisseling and McColl propose to use digital diamonds for the Laplacian operator on a square grid. They perform numerical experiments using MLIB, a library of matrix generators and BSP cost analysers specifically developed for the investigation of sparse matrix–vector multiplication.

Ogielski and Aiello [148] present a four-superstep parallel algorithm for multiplication of a sparse rectangular matrix and a vector. The algorithm exploits sparsity in the computation, but not in the communication. The input and output vector are distributed differently. The matrix is distributed in a Cartesian manner by first randomly permuting the rows and columns
(independently from each other) and then using an $M \times N$ cyclic distribution. A probabilistic analysis shows that the randomization leads to good expected load balance in the computation, for every matrix with a limited number of nonzeros per row and column. (This is a more general result than the load balance result given in Section 4.7, which only applies to random sparse matrices.) The vectors used in the multiplication $\mathbf{u} := A\mathbf{v}$ are first permuted in correspondence with the matrix and then component $v_i$ is assigned to $P(s \text{ div } N, s \text{ mod } N)$ and $u_j$ to $P(s \text{ mod } M, s \text{ div } M)$, where $s = i \text{ mod } p$.

Experimental results on a 16384-processor MasPar machine show better load balance than theoretically expected.

Lewis and van de Geijn [128] present several algorithms for sparse matrix–vector multiplication on a parallel computer with a mesh or hypercube communication network. Their final algorithm for $\mathbf{u} := A\mathbf{v}$ distributes the matrix and the vectors by assigning $a_{ij}$ to processor $P((i \text{ div } (n/p)) \text{ mod } M, j \text{ div } (n/N))$ and $u_i$ and $v_i$ to $P((i \text{ div } (n/p)) \text{ mod } M, i \text{ div } (n/N))$.

This data distribution fits in the scheme of Section 4.4: the matrix distribution is Cartesian and the input and output vectors are distributed in the same way as the matrix diagonal. The vector distribution uses blocks of size $n/p$. The resulting data distribution is similar to that of Fig. 4.5. The sparsity of the matrix is exploited in the computation, but not in the communication. Experimental results are given for the random sparse matrix with $n = 14000$ and $nz = 18531044$ from the conjugate gradient solver of the NAS benchmark. Such experiments were also carried out by Hendrickson, Leland, and Plimpton [96], using a sparse algorithm similar to the dense algorithm of Fox et al. [71]. Hendrickson and co-workers overlap computation and communication and use a special processor numbering to reduce the communication cost of the vector transposition on a hypercube computer. Hendrickson and Plimpton [97] apply ideas from this matrix–vector multiplication algorithm to compute the operation of a dense $n \times n$ force matrix on $n$ particles in a molecular dynamics simulation.

4.11.3 Parallel iterative solvers for linear systems

The Parallel Iterative Methods (PIM) package by da Cunha and Hopkins [50] contains a set of Fortran 77 subroutines implementing iterative solvers. The user of the package has to supply the matrix–vector multiplication, inner product computations, and preconditioners. This makes the package independent of data distribution and data structure, at the expense of extra effort by the user. All vectors must be distributed in the same way. PIM can run on top of MPI and PVM.

The Aztec package by Tuminaro, Shadid, and Hutchinson [175] is a complete package of iterative solvers that provides efficient subroutines for sparse matrix–vector multiplication and preconditioning; see also [162] for the initial design. The data distribution of Aztec is a row distribution for the matrix and a corresponding distribution for the vectors. The package contains
many tools to help the user initialize an iterative solver, such as a tool for
detecting which vector components must be obtained during the fanout. In
Aztec, a processor has three kinds of vector components: internal components
that can be updated without communication; border components that belong
to the processor but need components from other processors for an update;
and external components, which are the components needed from other pro-
cessors. The components of $u$ and $v$ are renumbered in the order internal,
border, external, where the external components that must be obtained
from the same processor are numbered consecutively. The local submatrix
is reordered correspondingly. Two local data structures are supported: a vari-
ant of CRS with special treatment of the matrix diagonal and a block variant,
which can handle dense subblocks, thus increasing the computing rate for
certain problems by a factor of five.

Parallel Templates by Koster [124] is a parallel, object-oriented implement-
ation in C++ of the complete linear system templates [11]. It can handle every
possible matrix and vector distribution, including the Mondriaan distribution,
and it can run on top of BSPlib and MPI-1. The high-level approach of the
package and the easy reuse of its building blocks makes adding new parallel
iterative solvers a quick exercise. This work introduces the ICRS data
structure discussed in Section 4.2.

4.11.4 Partitioning methods
The multilevel partitioning method has been proposed by Bui and Jones [34]
and improved by Hendrickson and Leland [95]. Hendrickson and Leland
present a multilevel scheme for partitioning a sparse undirected graph $G = (V, E)$ among the processors of a parallel computer, where the aim is to obtain
subsets of vertices of roughly equal size and with a minimum number of cut
edges, that is, edges that connect pairs of vertices in different subsets (and hence on different processors). In the case of a square symmetric matrix, the
data distribution problem for sparse matrix–vector multiplication can be con-
verted to a graph partitioning problem by identifying matrix row $i$ with vertex
$i$ and matrix nonzero $a_{ij}, i < j$, with an edge $(i, j) \in E$. (Self-edges $(i, i)$ are
not created.) The graph is partitioned and the processor that obtains a vertex $i$
in the graph partitioning becomes the owner of matrix row $i$ and vector com-
ponents $u_i, v_i$. Hendrickson and Leland [95] use a spectral method [156] for
the initial partitioning, based on solving an eigensystem for the Laplacian
matrix connected to the graph. Their method allows initial partitioning into
two subsets, but also into four or eight, which may sometimes be better. The
authors implemented their partitioning algorithms in a package called Chaco.

Karypis and Kumar [118] investigate the three phases of multilevel graph
partitioning, proposing new heuristics for each phase, based on extensive
experiments. For the coarsening phase, they propose to match each ver-
tex with the neighbouring vertex connected by the heaviest edge. For the
initial partitioning, they propose to grow a partition greedily by highest
gain, starting from an arbitrary vertex, until half the total vertex weight is included in the partition. For the uncoarsening, they propose a boundary Kernighan–Lin algorithm. The authors implemented the graph partitioner in a package called METIS. Karypis and Kumar [119] also developed a parallel multilevel algorithm that performs the partitioning itself on a parallel computer, with \( p \) processors computing a \( p \)-way partitioning. The algorithm uses a graph colouring, that is, a colouring of the vertices such that neighbouring vertices have different colours. To avoid conflicts between processors when matching vertices in the coarsening phase, each coarsening step is organized by colour, trying to find a match for vertices of one colour first, then for those of another colour, and so on. This parallel algorithm has been implemented in the ParMETIS package.

Walshaw and Cross [190] present a parallel multilevel graph partitioner called PJostle, which is aimed at two-dimensional and three-dimensional irregular grids. PJostle and ParMETIS both start with the vertices already distributed over the processors in some manner and finish with a better distribution. If the input partitioning is good, the computation of a new partitioning is faster; the quality of the output partitioning is not affected by the input partitioning. This means that these packages can be used for dynamic repartitioning of grids, for instance in an adaptive grid computation. The main difference between the two packages is that PJostle actually moves vertices between subdomains when trying to improve the partitioning, whereas ParMETIS keeps vertices on the original processor, but registers the new owner. Experiments in [190] show that PJostle produces a better partitioning, with about 10% less cut edges, but that ParMETIS is three times faster.

Bilderback [18] studies the communication load balance of the data distributions produced by five graph partitioning programs: Chaco, METIS, ParMETIS, PARTY, and Jostle. He observes that the difference between the communication load of the busiest processor and that of the least busy one, expressed in edge cuts, is considerable for all of these programs, indicating that there is substantial room for improvement.

Hendrickson [93] argues that the standard approach to sparse matrix partitioning by using graph partitioners such as Chaco and METIS is flawed because it optimizes the wrong cost function and because it is unnecessarily limited to square symmetric matrices. In his view, the emperor wears little more than his underwear. The standard approach minimizes the number of nonzeros that induce communication, but not necessarily the number of communication operations themselves. Thus the cost function does not take into account that if there are two nonzeros \( a_{ij} \) and \( a_{i'j} \) on the same processor, the value \( v_j \) need not be sent twice to that processor. (Note that our Algorithm 4.5 obeys the old rule \( ne bis in idem \), because it sends \( v_j \) only once to the same processor, as a consequence of using the index set \( J_s \).) Furthermore, Hendrickson states that the cost function of the standard approach only considers communication volume and not the imbalance of the communication load nor the
startup costs of sending a message. (Note that the BSP cost function is based on the maximum communication load of a processor, which naturally encourages communication balancing. The BSP model does not ignore startup costs, but lumps them together into one parameter \( l \); BSP implementations such as BSPlib reduce startup costs by combining messages to the same destination in the same superstep. The user minimizes startup costs by minimizing the number of synchronizations.)

Çatalyürek and Aykanat [36,37] model the total communication volume of sparse matrix–vector multiplication correctly by using hypergraphs. They present a multilevel hypergraph partitioning algorithm that minimizes the true communication volume. The algorithm has been implemented in a package called PaToH (Partitioning Tool for Hypergraphs). Experimental results show that PaToH reduces the communication volume by 30–40\% compared with graph-based partitioners. PaToH is about four times faster than the hypergraph version of METIS, hMETIS, while it produces partitionings of about the same quality. The partitioning algorithm in [36,37] is one-dimensional since all splits are carried out in the same direction, yielding a row or column distribution for the matrix with a corresponding vector distribution. PaToH can produce \( p \)-way partitionings where \( p \) need not be a power of two. Çatalyürek and Aykanat [38] also present a fine-grained approach to sparse matrix–vector multiplication, where nonzeros are assigned individually to processors. Each nonzero becomes a vertex in the problem hypergraph and each row and column becomes a net. The result is a matrix partitioning into disjoint sets \( A_s \), \( 0 \leq s < p \), not necessarily corresponding to disjoint submatrices \( I_s \times J_s \). This method is slower and needs more memory than the one-dimensional approach, but the resulting partitioning is excellent; the communication volume is almost halved. Hypergraph partitioning is commonly used in the design of electronic circuits and much improvement is due to work in that field. A hypergraph partitioner developed for circuit design is MLpart [35].

The two-dimensional Mondriaan matrix distribution method described in Section 4.5 is due to Vastenhouw and Bisseling [188] and has been implemented in version 1.0 of the Mondriaan package. The method used to split a matrix into two submatrices is based on the one-dimensional multilevel method for hypergraph bipartitioning by Çatalyürek and Aykanat [36,37]. The Mondriaan package can handle rectangular matrices as well as square matrices, and allows the user to impose the condition \( \text{distr}(\mathbf{u}) = \text{distr}(\mathbf{v}) \). The package also has an option to exploit symmetry by assigning \( a_{ij} \) and \( a_{ji} \) to the same processor. The vector distribution methods described in Section 4.6 are due to Meesen and Bisseling [136]; these methods improve on the method described in [188] and will be included in the next major release of the Mondriaan package.
4.12 Exercises

1. Let \( A \) be a dense \( m \times n \) matrix distributed by an \( M \times N \) block distribution. Find a suitable distribution for the input and output vector of the dense matrix–vector multiplication \( u := Av \); the input and output distributions can be chosen independently. Determine the BSP cost of the corresponding matrix–vector multiplication. What is the optimal ratio \( N/M \) and the BSP cost for this ratio?

2. Find a distribution of a \( 12 \times 12 \) grid for a BSP computer with \( p = 8, g = 10, \) and \( l = 50 \), such that the BSP cost of executing a two-dimensional Laplacian operator is as low as possible. For the computation, we count five flops for an interior point, four flops for a boundary point that is not a corner point, and three flops for a corner point. Your distribution should be better than that of Fig. 4.20, which has a BSP cost of \( 90 + 14g + 2l = 330 \) flops on this computer.

3. Modify the benchmarking program \texttt{bspbench} from Chapter 1 by changing the central \texttt{bspput} statement into a \texttt{bspsend} and adding a corresponding \texttt{bspmove} to the next superstep. Choose suitable sizes for tag and payload. Run the modified program for various values of \( p \) and measure the values of \( g \) and \( l \). Compare the results with those of the original program. If your communication pattern allows you to choose between using \texttt{bspput} and \texttt{bspsend}, which primitive would you choose? Why?

4. (*) An \( n \times n \) matrix \( A \) is \textbf{banded} with \textbf{upper bandwidth} \( b_U \) and \textbf{lower bandwidth} \( b_L \) if \( a_{ij} = 0 \) for \( i < j - b_U \) and \( i > j + b_L \). Let \( b_L = b_U = b \). The matrix \( A \) has a band of \( 2b + 1 \) nonzero diagonals and hence it is sparse if \( b \) is small. Consider the multiplication of a banded matrix \( A \) and a vector \( v \) by Algorithm 4.5 using the one-dimensional distribution \( \phi(i) = i \div (n/p) \) for the matrix diagonal and the vectors, and a corresponding \( M \times N \) Cartesian matrix distribution \((\phi_0, \phi_1)\). For simplicity, assume that \( n \) is a multiple of \( p \). Choosing \( M \) completely determines the matrix distribution. (See also Example 4.5, where \( n = 12, b = 1, \) and \( p = 4 \).)

(a) Let \( b = 1 \), which means that \( A \) is tridiagonal. Show that the communication cost for the choice \( M = p \) (i.e. a row distribution of the matrix) is lower than for the choice \( M = \sqrt{p} \) (i.e. a square distribution).

(b) Let \( b = n - 1 \), which means that \( A \) is dense. Section 4.4 shows that now the communication cost for the choice \( M = \sqrt{p} \) is lower than for \( M = p \). We may conclude that for small bandwidth the choice \( M = p \) is better, whereas for large bandwidth the choice \( M = \sqrt{p} \) is better. Which value of \( b \) is the break-even point between the two methods?

(c) Implement Algorithm 4.5 for the specific case of band matrices. Drop the constraint on \( n \) and \( p \). Choose a suitable data structure for the matrix: use an array instead of a sparse data structure.
(d) Run your program and obtain experimental values for the break-even point of $b$. Compare your results with the theoretical predictions.

5. (*) Let $A$ be a sparse $m \times m$ matrix and $B$ a dense $m \times n$ matrix with $m \geq n$. Consider the matrix–matrix multiplication $C = AB$.

(a) What is the time complexity of a straightforward sequential algorithm?
(b) Choose distributions for $A$, $B$, and $C$ and formulate a corresponding parallel algorithm. Motivate your choice and discuss alternatives.
(c) Analyse the time complexity of the parallel algorithm.
(d) Implement the algorithm. Measure the execution time for various values of $m$, $n$, and $p$. Explain the results.

6. (*) The CG algorithm by Hestenes and Stiefel [99] is an iterative method for solving a symmetric positive definite linear system of equations $Ax = b$. (A matrix $A$ is positive definite if $x^TAx > 0$, for all $x \neq 0$.) The algorithm computes a sequence of approximations $x^k$, $k = 0, 1, 2 \ldots$, that converges towards the solution $x$. The algorithm is usually considered converged when $\|r^k\| \leq \epsilon_{\text{conv}}\|b\|$, where $r^k = b - Ax^k$ is the residual. One can take, for example, $\epsilon_{\text{conv}} = 10^{-12}$. A sequential (nonpreconditioned) CG algorithm is given as Algorithm 4.8. For more details and a proof of convergence, see Golub and Van Loan [79].

(a) Design a parallel CG algorithm based on the sparse matrix–vector multiplication of this chapter. How do you distribute the vectors $x$, $r$, $p$, $w$? Motivate your design choices. Analyse the time complexity.
(b) Implement your algorithm in a function $\text{bspcg}$, which uses $\text{bspmv}$ for the matrix–vector multiplication and $\text{bspip}$ from Chapter 1 for inner product computations.
(c) Write a test program that first generates an $n \times n$ sparse matrix $B$ with a random sparsity pattern and random nonzero values in the interval $[-1, 1]$ and then turns $B$ into a symmetric matrix $A = B + B^T + \mu I_n$. Choose the scalar $\mu$ sufficiently large to make $A$ strictly diagonally dominant, that is, $|a_{ii}| > \sum_{j=0, j \neq i}^{n-1} |a_{ij}|$ for all $i$, and to make the diagonal elements $a_{ii}$ positive. It can be shown that such a matrix is positive definite, see [79]. Use the Mondriaan package with suitable options to distribute the matrix and the vectors.
(d) Experiment with your program and explain the results. Try different $n$ and $p$ and different nonzero densities. How does the run time of $\text{bspcg}$ scale with $p$? What is the bottleneck? Does the number of iterations needed depend on the number of processors and the distribution?

7. (*) In a typical molecular dynamics simulation, the movement of a large number of particles is followed for a long period of time to gain insight into a physical process. For an efficient parallel simulation, it is crucial to use a
Algorithm 4.8. Sequential conjugate gradient algorithm.

\[ \text{input: } A: \text{ sparse } n \times n \text{ matrix,} \]
\[ \quad b: \text{ dense vector of length } n. \]
\[ \text{output: } x: \text{ dense vector of length } n, \text{ such that } Ax \approx b. \]

\[ x := x^0; \{ \text{ initial guess } \} \]
\[ k := 0; \{ \text{ iteration number } \} \]
\[ r := b - Ax; \]
\[ \rho := \|r\|^2; \]
\[ \text{while } \sqrt{\rho} > \epsilon_{\text{conv}} \|b\| \land k < k_{\text{max}} \text{ do} \]
\[ \quad \text{if } k = 0 \text{ then} \]
\[ \qquad p := r; \]
\[ \quad \text{else} \]
\[ \qquad \beta := \rho/\rho_{\text{old}}; \]
\[ \qquad p := r + \beta p; \]
\[ \quad w := Ap; \]
\[ \gamma := p^T w; \]
\[ \alpha := \rho/\gamma; \]
\[ x := x + \alpha p; \]
\[ r := r - \alpha w; \]
\[ \rho_{\text{old}} := \rho; \]
\[ \rho := \|r\|^2; \]
\[ k := k + 1; \]

Good data distribution, especially in three dimensions. We can base the data distribution on a suitable geometric partitioning of space, following [169].

Consider a simulation with a three-dimensional simulation box of size 1.0 × 1.0 × 1.0 containing \( n \) particles, spread homogeneously, which interact if their distance is less than a cut-off radius \( r_c \), with \( r_c \ll 1 \), see Fig. 4.2. Assume that the box has periodic boundaries, meaning that a particle near a boundary interacts with particles near the opposite boundary.

(a) Design a geometric distribution of the particles for \( p = 2q^3 \) processors based on the truncated octahedron, see Fig. 4.22. What is the difference with the case of the Laplacian operator on a three-dimensional grid? For a given small value of \( r_c \), how many nonlocal particles are expected to interact with the \( n/p \) local particles of a processor? These neighbouring nonlocal particles form the \textbf{halo} of the local domain; their position must be obtained by communication. Give the ratio between the number of halo particles and the number of local particles, which is proportional to the communication-to-computation ratio of a parallel simulation.
(b) Implement your distribution by writing a function that computes the processor responsible for a particle at location \( (x, y, z) \).

(c) Design a scaling procedure that enables use of the distribution method for \( p = 2q_0q_1q_2 \) processors with \( q_0, q_1, q_2 \) arbitrary positive integers. Give the corresponding particle ratio.

(d) Test you distribution function for a large ensemble of particles located at random positions in the box. Compare the corresponding ratio with the predicted ratio.

(e) How would you distribute the particles for \( p = 8 \)?

(f) Compare the output quality of the geometric distribution program to that of the distribution produced by running the Mondriaan package in one-dimensional mode for the matrix \( A \) defined by taking \( a_{ij} \neq 0 \) if and only if particles \( i \) and \( j \) interact. Use the option \( \text{distr}(u) = \text{distr}(v) \) in Mondriaan, and convert the output to a particle distribution by assigning particle \( i \) to the processor that owns \( u_i \) and \( v_i \).

8. (**) Sometimes, it is worthwhile to use an optimal splitting for the function \( \text{split} \) of Algorithm 4.6, even if such a splitting takes much more computation time than a multilevel splitting. An optimal splitting could be the best choice for the final phases of a \( p \)-way partitioning process, in particular for the smaller submatrices.

(a) Design and implement a sequential algorithm that splits a sparse matrix into two sets of columns satisfying the load imbalance constraint (4.27) and with guaranteed minimum communication volume in the corresponding matrix–vector multiplication. Because of the strict demand for optimality, the algorithm should be based on some form of brute-force enumeration of all possible splits with selection of the best split. Formulate the algorithm recursively, with the recursive task defined as assigning columns \( j, \ldots, n - 1 \) to processor \( P(0) \) or \( P(1) \).

(b) The assignment of columns \( j = 0, 1, \ldots, n - 1 \) to \( P(0) \) or \( P(1) \) can be viewed as a binary computation tree. A node of the tree at depth \( j \) corresponds to an assignment of all columns up to and including column \( j \) to processors. The root of the tree, at depth 0, corresponds to an assignment of column 0 to \( P(0) \), which can be done without loss of generality. Each node at depth \( j \) with \( j < n - 1 \) has two branches to children nodes, representing assignment of column \( j + 1 \) to \( P(0) \) and \( P(1) \), respectively. Nodes at depth \( n - 1 \) are leaves, that is, they have no children.

Accelerate the search for the best solution, that is, the best path to a leaf of the tree, by pruning part of the tree. For instance, when the imbalance exceeds \( \epsilon \) after assigning a number of columns, further assignments can make matters only worse. Thus, there is no need to search the subtree corresponding to all possible assignments of the remaining
columns. A subtree can also be pruned when the number of communications incurred exceeds the minimum number found so far for a complete assignment of all columns. This pruning approach makes the search algorithm a so-called **branch-and-bound** method.

(c) Try to accelerate the search further by adding heuristics to the search method, such as choosing the branch to search first by some greedy criterion, or reordering the columns at the start.

(d) Compare the quality and computing time of your optimal splitter to that of the splitter used in the Mondriaan package. What size of problems can you solve on your computer?

(e) How would you parallelize your splitting algorithm?

9. (**) Finding the best matrix distribution for a parallel sparse matrix–vector multiplication $u := Av$ is a combinatorial optimization problem. It can be solved by recursive matrix partitioning using multilevel splitting (see Section 4.5) or optimal splitting by enumeration (see Exercise 8). We can also use the general-purpose method for combinatorial optimization known as **simulated annealing**, which is based on the Metropolis algorithm [139]. This method simulates slow cooling of a liquid: the temperature is gradually lowered until the liquid freezes; at that point the molecules of the liquid lose their freedom to move and they line up to form crystals. If the liquid cools down slowly enough, the molecules have time to adapt to the changing temperature so that the final configuration will have the lowest possible energy.

(a) Implement the simulated annealing algorithm for parallel sparse matrix–vector multiplication. Start with a random distribution $\phi$ of the matrix $A$. Write a sequential function that computes the corresponding communication volume $V_\phi$, defined in eqn (4.10). For the purpose of optimization, take $V_\phi g/p$ as the communication cost and ignore the synchronization cost because it is either $2l$ or $4l$. Assume that the value of $g$ is known. Try to improve the distribution by a sequence of moves, that is, assignments of a randomly chosen nonzero $a_{ij}$ to a randomly chosen processor. A move is accepted if the BSP cost of the new distribution is lower than that of the old one. If, however, only cost decreases were allowed, the process could easily get stuck in a local minimum, and this will not always be a global minimum. Such a process would not be able to peek over the upcoming mountain ridge to see that there lies a deeper valley ahead. To escape from local minima, the method occasionally accepts an increase in cost. This is more likely at the beginning than at the end. Suppose we use as cost function the normalized cost $C$, that is, the BSP cost divided by $2nz(A)/p$. A move with cost increase $\Delta C$ is accepted with probability $e^{-\Delta C/T}$, where $T$ is the current temperature of the annealing process. Write a sequential function that decides whether to accept a move with a given (positive or negative) cost increment $\Delta C$. 
(b) Write an efficient function that computes the cost increment for a given move. Note that simply computing the cost from scratch before and after the move and taking the difference is inefficient; this approach would be too slow for use inside a simulated annealing program, where many moves must be evaluated. Take care that updating the cost for a sequence of moves yields the same result as computing the cost from scratch. Hint: keep track of the contribution of each processor to the cost of the four supersteps of the matrix–vector multiplication.

(c) Put everything together and write a complete simulated annealing program. The main loops of your program should implement a cooling schedule, that is, a method for changing the temperature $T$ during the course of the computation. Start with a temperature $T_0$ that is much larger than every possible increment $\Delta C$ to be encountered. Try a large number of moves at the initial temperature, for instance $p \cdot nz(A)$ moves, and then reduce the temperature, for example, to $T_1 = 0.99T_0$, thus making cost increases less likely to be accepted. Perform another round of moves, reduce the temperature further, and so on. Finding a good cooling schedule requires some trial and error.

(d) Compare the output quality and computing time of the simulated annealing program to that of the Mondriaan package. Discuss the difference between the output distributions produced by the two programs.

10. (**): The matrix–vector multiplication function $\text{bspmv}$ is educational and can be optimized. The communication performance can be improved by sending data in large packets, instead of single values $v_j$ or $u_i$, and by sending the numerical values without index information. All communication of index information can be handled by an initialization function. Such preprocessing is advantageous when $\text{bspmv}$ is used repeatedly for the same matrix, which is the common situation in iterative solution methods.

(a) Write an initialization function $\text{v_init}$ that computes a permutation of the local column indices $j$ into the order: (i) indices corresponding to locally available vector components $v_j$ that need not be sent; (ii) indices corresponding to locally available components $v_j$ that must be sent; (iii) indices corresponding to components $v_j$ that are needed but not locally available and hence must be received from other processors. To create a unique and useful ordering, the components in (i) and (ii) must be ordered by increasing global index $j$ and those in (iii) by increasing processor number of the source processor and by increasing global index as a secondary criterion. Set pointers to the start of (i), (ii), and (iii), and to the start of each source processor within (iii). Initialize an array $\text{colindex}$ (such as used in $\text{bspmv_init}$) that reflects the new ordering, giving $j = \text{colindex}[j]$. Furthermore, extend the
array `colindex` by adding: (iv) indices that correspond to locally available vector components \( v_j \) that are not used by a local matrix column, that is, with \( j \notin J_s \); such components may need to be sent to other processors. (For a good data distribution, there will be few such components, or none.)

(b) Write a similar function `u_init` for the local row indices.

(c) Write an initialization function that permutes the rows and columns of the local matrix using `v_init` and `u_init`.

(d) The new ordering of the local indices can be used to avoid unnecessary data copying and to improve the communication. In the function `bspmv`, replace the two arrays \( v \) and \( vloc \) by a single array \( V \) to be used throughout the computation for storing vector components in the order given by `v_init`. Initialize \( V \) before the first call to `bspmv` by using `v_init`. Similarly, replace the array \( u \) by a new array \( U \) to be used for storing local partial sums \( u_{is} \) and vector components \( u_i \) in the order given by `u_init`. The values \( psum = u_{is} \) are now stored into \( U \) instead of being sent immediately, to enable sending large packets. Initialize \( U \) to zero at the start of `bspmv`. The new index ordering will be used in a sequence of matrix–vector multiplications. Permute the output components \( u_i \) back to the original order after the last call to `bspmv`.

(e) The components \( v_j \) to be sent away must first be packed into a temporary array such that components destined for the same processor form a contiguous block. Construct a list that gives the order in which the components must be packed. Use this packing list in `bspmv` to carry out `bsp_hpputs` of blocks of numerical values, one for each destination processor. Because of the ordering of \( V \), the components need not be unpacked at their destination.

(f) The partial sums \( u_{is} \) can be sent in blocks directly from \( U \), one block for each destination processor. Use `bsp_send` with a suitable tag for this operation. On arrival, the data must be unpacked. Construct an unpacking list for the partial sums received. Use this list in `bspmv` to add the sums to the appropriate components in \( U \).

(g) The high-performance move primitive

\[
\text{bsp_hpmove}(\text{tagptr}, \text{payloadptr});
\]

saves copying time and memory by setting a pointer to the start of the tag and payload instead of moving the tag and payload explicitly out of the receive buffer. Here, `void **tagptr` is a pointer to a pointer to the tag, that is, it gives the address where the pointer to the start of the tag can be found. Similarly, `void **payloadptr` is a pointer to a pointer to the payload. The primitive returns an integer \(-1\) if there are no messages, and otherwise the length of the payload. Modify your
program to unpack the sums directly from the receive buffer by using 
`bsp_hpmove` instead of `bsp_get_tag` and `bsp_move`.

(h) Test the effect of these optimizations. Do you attain communication
rates corresponding to optimistic $g$-values?

(i) Try to improve the speed of the local matrix–vector multiplication by
treating the local nonzeros that do not cause communication separately. This optimization should enhance cache use on computers with
a cache.
APPENDIX A

AUXILIARY BSPEDUPACK FUNCTIONS

A.1 Header file bspedupack.h

This header file is included in every program file of BSPedupack. It contains necessary file inclusions, useful definitions and macros, and prototypes for the memory allocation and deallocation functions.

/*
   #####################################################################################################
   ## BSPedupack Version 1.0                                                       ##
   ## Copyright (C) 2004 Rob H. Bisseling                                             ##
   ##                                                                                   ##
   ## BSPedupack is released under the GNU GENERAL PUBLIC LICENSE                ##
   ## Version 2, June 1991 (given in the file LICENSE)                             ##
   ##                                                                                   ##
   #####################################################################################################

#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include "bsp.h"

#define SZDBL (sizeof(double))
#define SZINT (sizeof(int))
#define TRUE (1)
#define FALSE (0)
#define MAX(a,b) (((a)>(b) ? (a) : (b))
#define MIN(a,b) (((a)<(b) ? (a) : (b))

double *vecallocd(int n);
int *vecalloci(int n);
double **matallocd(int m, int n);
void vecfreed(double *pd);
void vecfreei(int *pi);
void matfreed(double **pd);

A.2 Utility file bspedupack.c

This file contains the functions used by BSPedupack to allocate and deallocate memory dynamically for storing vectors and matrices. The functions are suited for use in a parallel program, because they can abort a parallel computation...
on all processors if they detect a potential memory overflow on one of the processors. If zero memory space is requested, which could happen if the local part of a distributed vector or matrix is empty, a NULL pointer is returned and nothing else is done.

Allocating an \( m \times n \) matrix reserves a contiguous chunk of \( mn \) memory cells and prepares it for row-wise matrix access. As a result, matrix element \( a_{ij} \) can conveniently be addressed as \( a[i][j] \) and row \( i \) as \( a[i] \).

```c
#include "bspedupack.h"

/* These functions can be used to allocate and deallocate vectors and matrices. If not enough memory available, one processor halts them all. */

double *vecallocd(int n) {
    /* This function allocates a vector of doubles of length n */
    double *pd;
    if (n==0) {
        pd = NULL;
    } else {
        pd = (double *)malloc(n*SZDBL);
        if (pd==NULL)
            bsp_abort("vecallocd: not enough memory");
    }
    return pd;
}

int *vecalloci(int n) {
    /* This function allocates a vector of integers of length n */
    int *pi;
    if (n==0) {
        pi = NULL;
    } else {
        pi = (int *)malloc(n*SZINT);
        if (pi==NULL)
            bsp_abort("vecalloci: not enough memory");
    }
    return pi;
}

double **matallocd(int m, int n) {
    /* This function allocates an \( m \times n \) matrix of doubles */
    int i;
    double *pd, **ppd;
    if (m==0) {
        ppd= NULL;
    }
```

...
} else {
    ppd= (double **)malloc(m*sizeof(double *));
    if (ppd==NULL)
        bsp_abort("mallocd: not enough memory");
    if (n==0){
        for (i=0; i<m; i++)
            ppd[i]= NULL;
    } else {
        pd= (double *)malloc(m*n*SZDBL);
        if (pd==NULL)
            bsp_abort("mallocd: not enough memory");
        ppd[0]=pd;
        for (i=1; i<m; i++)
            ppd[i]= ppd[i-1]+n;
    }
}
return ppd;
} /* end matallocd */

void vecfreed(double *pd){
    /* This function frees a vector of doubles */
    if (pd!=NULL)
        free(pd);
} /* end vecfreed */

void vecfreei(int *pi){
    /* This function frees a vector of integers */
    if (pi!=NULL)
        free(pi);
} /* end vecfreei */

void matfreed(double **ppd){
    /* This function frees a matrix of doubles */
    if (ppd!=NULL){
        if (ppd[0]!=NULL)
            free(ppd[0]);
        free(ppd);
    }
} /* end matfreed */
A QUICK REFERENCE GUIDE TO BSPLIB

Table B.1 groups the primitives of BSPlib into three classes: Single Program Multiple Data (SPMD) for creating the overall parallel structure; Direct Remote Memory Access (DRMA) for communication with puts or gets; and Bulk Synchronous Message Passing (BSMP) for communication with sends.

Functions $\text{bsp\_nprocs}$, $\text{bsp\_pid}$, and $\text{bsp\_hpmove}$ return an $\text{int}$; $\text{bsp\_time}$ returns a $\text{double}$; and all others return $\text{void}$. A parameter with an asterisk is a pointer; a parameter with two asterisks is a pointer to a pointer. The parameter $\text{spmd}$ is a parameterless function returning $\text{void}$. The parameter $\text{error\_message}$ is a string. The remaining parameters are $\text{ints}$. 
<table>
<thead>
<tr>
<th>Class</th>
<th>Primitive</th>
<th>Meaning</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPMD</td>
<td><code>bsp_begin(reqprocs);</code></td>
<td>Start of parallel part</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td><code>bsp_end();</code></td>
<td>End of parallel part</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td><code>bsp_init(spmd, argc, **argv);</code></td>
<td>Initialize parallel part</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td><code>bsp_nprocs();</code></td>
<td>Number of processors</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td><code>bsp_pid();</code></td>
<td>My processor number</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td><code>bsp_time();</code></td>
<td>My elapsed time</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td><code>bsp_abort(error_message);</code></td>
<td>One processor stops all</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td><code>bsp_sync();</code></td>
<td>Synchronize globally</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td><code>bsp_push_reg(*variable, nbytes);</code></td>
<td>Register variable</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td><code>bsp_pop_reg(*variable);</code></td>
<td>Deregister variable</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td><code>bsp_put(pid, *source, *dest, offset, nbytes);</code></td>
<td>Write into remote memory</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td><code>bsp_hpput(pid, *source, *dest, offset, nbytes);</code></td>
<td>Unbuffered put</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td><code>bsp_get(pid, *source, offset, *dest, nbytes);</code></td>
<td>Read from remote memory</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td><code>bsp_hppget(pid, *source, offset, *dest, nbytes);</code></td>
<td>Unbuffered get</td>
<td>99</td>
</tr>
<tr>
<td>DRMA</td>
<td><code>bsp_set_tagsize(*tagsz);</code></td>
<td>Set new tag size</td>
<td>226</td>
</tr>
<tr>
<td></td>
<td><code>bsp_send(pid, *tag, *source, nbytes);</code></td>
<td>Send a message</td>
<td>224</td>
</tr>
<tr>
<td></td>
<td><code>bsp_qsize(*nmessages, *nbytes);</code></td>
<td>Number of received messages</td>
<td>226</td>
</tr>
<tr>
<td></td>
<td><code>bsp_get_tag(*status, *tag);</code></td>
<td>Get tag of received message</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td><code>bsp_move(*dest, maxnbytes);</code></td>
<td>Store payload locally</td>
<td>225</td>
</tr>
<tr>
<td></td>
<td><code>bsp_hppmove(**tagptr, **payloadptr);</code></td>
<td>Store by setting pointers</td>
<td>249</td>
</tr>
</tbody>
</table>
APPENDIX C

PROGRAMMING IN BSP STYLE USING MPI

Assuming you have read the chapters of this book and hence have learned how to design parallel algorithms and write parallel programs using BSPlib, this appendix quickly teaches you how to write well-structured parallel programs using the communication library MPI. For this purpose, the package MPIedupack is presented, which consists of the five programs from BSPedupack, but uses MPI instead of BSPlib, where the aim is to provide a suitable starter subset of MPI. Experimental results are given that compare the performance of programs from BSPedupack with their counterparts from MPIedupack. This appendix concludes by discussing the various ways bulk synchronous parallel style can be applied in practice in an MPI environment. After having read this appendix, you will be able to use both BSPlib and MPI to write well-structured parallel programs, and, if you decide to use MPI, to make the right choices when choosing MPI primitives from the multitude of possibilities.

C.1 The message-passing interface

The Message-Passing Interface (MPI) [137] is a standard interface for parallel programming in C and Fortran 77 that became available in 1994 and was extended by MPI-2 [138] in 1997, adding functionality in the areas of one-sided communications, dynamic process management, and parallel input/output (I/O), and adding bindings for the languages Fortran 90 and C++. MPI is widely available and has broad functionality. Most likely it has already been installed on the parallel computer you use, perhaps even in a well-optimized version provided by the hardware vendor. (In contrast, often you have to install BSPlib yourself or request this from your systems administrator.) Much parallel software has already been written in MPI, a prime example being the numerical linear algebra library ScaLAPACK [24,25,41] The availability of such a library may sometimes be a compelling reason for using MPI in a parallel application. Important public-domain implementations of MPI are MPICH [85] and LAM/MPI from Indiana University. An interesting new development is MPICH-G2 [117] for parallel programming using the Globus toolkit on the Grid, the envisioned worldwide parallel computer consisting of all the computers on the Internet.

MPI is a software interface, and not a parallel programming model. It enables programming in many different styles, including the bulk synchronous
parallel style. A particular algorithm can typically be implemented in many different ways using MPI, which is the strength but also the difficulty of MPI.

MPI derives its name from the message-passing model, which is a programming model based on pairwise communication between processors, involving an active sender and an active receiver. Communication of a message (in its blocking form) synchronizes the sender and receiver. The cost of communicating a message of length $n$ is typically modelled as

$$T(n) = t_{\text{startup}} + nt_{\text{word}},$$  \hfill (C.1)

with a fixed startup cost $t_{\text{startup}}$ and additional cost $t_{\text{word}}$ per data word. Cost analysis in this model requires a detailed study of the order in which the messages are sent, their lengths, and the computations that are interleaved between the communications. In its most general form this can be expressed by a directed acyclic graph with chunks of computation as vertices and messages as directed edges.

In MPI, the archetypical primitives for the message-passing style, based on the message-passing model, are `MPI_Send` and `MPI_Recv`. An example of their use is

```c
if (s==2)
    MPI_Send(x, 5, MPI_DOUBLE, 3, 0, MPI_COMM_WORLD);
if (s==3)
    MPI_Recv(y, 5, MPI_DOUBLE, 2, 0, MPI_COMM_WORLD, &status);
```

which sends five doubles from $P(2)$ to $P(3)$, reading them from an array $x$ on $P(2)$ and writing them into an array $y$ on $P(3)$. Here, the integer ‘0’ is a tag that can be used to distinguish between different messages transferred from the same source processor to the same destination processor. Furthermore, `MPI_COMM_WORLD` is the communicator consisting of all the processors. A communicator is a subset of processors forming a communication environment with its own processor numbering. Despite the fundamental importance of the `MPI_Send`/`MPI_Recv` pair in MPI, it is best to avoid its use if possible, as extensive use of such pairs may lead to unstructured programs that are hard to read, prove correct, or debug. Similar to the goto-statement, which was considered harmful in sequential programming by Dijkstra [56], the explicit send/receive pair can be considered harmful in parallel programming. In the parallel case, the danger of deadlock always exists; deadlock may occur for instance if $P(0)$ wants to send a message to $P(1)$, and $P(1)$ to $P(0)$, and both processors want to send before they receive. In our approach to using MPI, we advocate using the collective and one-sided communications of MPI where possible, and to limit the use of the send/receive pair to exceptional situations. (Note that the goto statement still exists in C, for good reasons, but it is hardly used any more.)
A discussion of all the MPI primitives is beyond the scope of this book, as there are almost 300 primitives (I counted 116 nondeprecated MPI-1 primitives, and 167 MPI-2 primitives). With BSPlib, we could strive for completeness, whereas with MPI, this would require a complete book by itself. We focus on the most important primitives to provide a quick entry into the MPI world. For the definitive reference, see the original MPI-1 standard [137], the most recent version of MPI-1 (currently, version 1.2) available from http://www.mpi-forum.org, and the MPI-2 standard [138]. A more accessible reference is the annotated standard [83,164]. For tutorial introductions, see [84,85,152].

C.2 Converting BSPedupack to MPIedupack

In this section, we create MPIedupack by converting all communication in the five BSPedupack programs from BSPlib to MPI, thereby demonstrating the various communication methods that exist in MPI. We shall comment on the suitability of each method for programming in BSP style, trying to identify a subset of MPI that can be used to program in BSP style. The first four programs are converted using only primitives from MPI-1, whereas the fifth program uses MPI-2 extensions as well.

For each program or function from BSPedupack printed in the main part of this book, we print its counterpart from MPIedupack here, but for brevity we omit the following repetitive program texts: sequential functions (such as leastsquares from bspbench); parallel functions that have not changed, except perhaps in name (the function mpifft is identical to bspfft, except that it calls the redistribution function mpiredistr, instead of bspredistr); long comments that are identical to the comments in BSPedupack; mpiedupack.h, which is identical to bspedupack.h but includes mpi.h instead of bsp.h; and mpiedupack.c, which is identical to bspedupack.c but calls MPI_Abort instead of bsp_abort.

I/O is a complicated subject in parallel programming. MPI-1 ignored the subject, leaving it up to the implementation. MPI-2 added extensive I/O functionality. We will assume for MPI that the same I/O functionality is available as for BSPlib: $P(0)$ can read, and all processors can write although the output may become multiplexed. Fortunately, this assumption often holds. For more sophisticated I/O, one should use MPI-2.

C.2.1 Program mpiinprod

The first program of BSPedupack, bspinprod, becomes mpiinprod and is presented below. The SPMD part of the new program is started by calling MPI_Init; note that it needs the addresses of argc and argv (and not the arguments themselves as in bsp_init). The SPMD part is terminated by calling MPI_Finalize. The standard communicator available in MPI is
MPI_COMM_WORLD; it consists of all the processors. The corresponding number of processors \( p \) can be obtained by calling MPI_Comm_size and the local processor identity \( s \) by calling MPI_Comm_rank. Globally synchronizing all the processors, the equivalent of a bsp_sync, can be done by calling MPI_BARRIER for the communicator MPI_COMM_WORLD. Here, this is done before using the wall-clock timer MPI_Wtime. As in BSPlib, the program can be aborted by one processor if it encounters an error. In that case an error number is returned. Unlike bspip, the program mpiip does not ask for the number of processors to be used; it simply assumes that all available processors are used. (In BSPlib, it is easy to use less than the maximum number of processors; in MPI, this is slightly more complicated and involves creating a new communicator of smaller size.)

Collective communication requires the participation of all the processors of a communicator. An example of a collective communication is the broadcast by MPI_Bcast in the main function of one integer, \( n \), from the root \( P(0) \) to all other processors. Another example is the reduction operation by MPI_Allreduce in the function mpiip, which sums the double-precision local inner products inprod, leaving the result alpha on all processors. (It is also possible to perform such an operation on an array, by changing the parameter 1 to the array size, or to perform other operations, such as taking the maximum, by changing MPI_SUM to MPI_MAX.)

Note that the resulting program mpiip is shorter than the BSPlib equivalent. Using collective-communication functions built on top of the BSPlib primitives would reduce the program size for the BSP case in the same way. (Such functions are available, but they can also easily be written by the programmer herself, and tailored to the specific situation.)

Now, try to compile the program by the UNIX command

```
cc -o ip mpiinprod.c mpiedupack.c -lmpi -lm
```

and run the resulting executable program ip on four processors by the command

```
mpirun -np 4 ip
```

and see what happens. An alternative run command, with prescribed and hence portable definition of its options is

```
mpiexec -n 4 ip
```

The program text is:

```c
#include "mpiedupack.h"

/* This program computes the sum of the first n squares, for n>=0,
   \text{sum} = 1*1 + 2*2 + \ldots + n*n
   by computing the inner product of x=(1,2,\ldots,n)^T and itself.
The output should equal n*(n+1)*(2n+1)/6.
The distribution of x is cyclic.
*/
```
double mpiip(int p, int s, int n, double *x, double *y){
   /* Compute inner product of vectors x and y of length n>=0 */

   int nloc(int p, int s, int n);
   double inprod, alpha;
   int i;

   inprod= 0.0;
   for (i=0; i<nloc(p,s,n); i++){
      inprod += x[i]*y[i];
   }
   MPI_Allreduce(&inprod,&alpha,1,MPI_DOUBLE,MPI_SUM,MPI_COMM_WORLD);

   return alpha;
} /* end mpiip */

int main(int argc, char **argv){

   double mpiip(int p, int s, int n, double *x, double *y);
   int nloc(int p, int s, int n);
   double *x, alpha, time0, time1;
   int p, s, n, nl, i, iglob;

   /* sequential part */

   /* SPMD part */
   MPI_Init(&argc,&argv);

   MPI_Comm_size(MPI_COMM_WORLD,&p); /* p = number of processors */
   MPI_Comm_rank(MPI_COMM_WORLD,&s); /* s = processor number */

   if (s==0){
      printf("Please enter n:\n"); fflush(stdout);
      scanf("%d",&n);
      if(n<=0)
         MPI_Abort(MPI_COMM_WORLD,-1);
   }

   MPI_Bcast(&n,1,MPI_INT,0,MPI_COMM_WORLD);

   nl= nloc(p,s,n);
   x= vecallocd(nl);
   for (i=0; i<nl; i++){
      iglob= i*p+s;
      x[i]= iglob+1;
   }
   MPI_Barrier(MPI_COMM_WORLD);

   time0=MPI_Wtime();
   alpha= mpiip(p,s,n,x,x);
   MPI_Barrier(MPI_COMM_WORLD);
time1=MPI_Wtime();

printf("Processor %d: sum of squares up to %d*%d is %.1f\n", s,n,n,alpha); fflush(stdout);
if (s==0){
    printf("This took only %.6lf seconds.\n", time1-time0);
    fflush(stdout);
}
vecfreed(x);
MPI_Finalize();
/* sequential part */
exit(0);
}
} /* end main */

C.2.2 Program mpibench

The main question regarding the conversion of the second program from BSPedupack, bspbench, is which communication method from MPI to benchmark. Of course, we can benchmark all methods, but that would be a very cumbersome exercise. In the BSPlib case, we opted for benchmarking a typical user program, where the user does not care about communication optimization, for example, about combining messages to the same destination, but instead relies on the BSPlib system to do this for her. When writing a program in MPI, a typical user would look first if there is a collective-communication function that can perform the job for him. This would lead to shorter program texts, and is good practice from the BSP point of view as well. Therefore, we should choose a collective communication as the operation to be benchmarked for MPI.

The BSP superstep, where every processor can communicate in principle with all the others, is reflected best by the all-to-all primitives from MPI, also called total exchange primitives. Using an all-to-all primitive gives the MPI system the best opportunities for optimization, similar to the opportunities that the superstep gives to the BSPlib system.

The primitive MPI_Alltoall requires that each processor send exactly the same number $n$ of data to every processor, thus performing a full $(p-1)n$-relation. (The syntax of the primitive also requires sending $n$ data to the processor itself. We do not count this as communication and neither should the system handle this as true communication.) A more flexible variant, the so-called vector variant, is the primitive MPI_Alltoallv, which allows a varying number of data to be sent (or even no data). This is often needed in applications, and also if we want to benchmark $h$-relations with $h$ not a multiple of $p-1$. Another difference is that the MPI_Alltoall primitive requires the data in its send and receive arrays to be ordered by increasing processor
number, whereas MPI_Alltoallv allows an arbitrary ordering. Therefore, we choose MPI_Alltoallv as the primitive to be benchmarked.

Before the use of MPI_Alltoallv, the number of sends to each processor is determined. The number of sends $N_{\text{send}}[s_1]$ to a remote processor $P(s_1)$ equals $\lfloor h/(p-1) \rfloor$ or $\lceil h/(p-1) \rceil$. The number of sends to the processor itself is zero. In the same way, the number of receives is determined. The offset $\text{Offset}_{\text{send}}[s_1]$ is the distance, measured in units of the data type involved (doubles), from the start of the send array where the data destined for $P(s_1)$ can be found. Similarly, $\text{Offset}_{\text{recv}}[s_1]$ gives the location where the data received from $P(s_1)$ must be placed. Note that BSPlib expresses offset parameters in raw bytes, whereas MPI expresses them in units of the data type involved. (The MPI approach facilitates data transfer between processors with different architectures.)

Another collective-communication primitive used by the program is MPI_Gather, which gathers data from all processors in the communicator onto one processor. Here, one local double, time, of every processor is gathered onto $P(0)$. The values are gathered in order of increasing processor number and hence the time measured for $P(s_1)$ is stored in $\text{Time}[s_1]$.

```c
#include "mpiedupack.h"

/* This program measures p, r, g, and l of a BSP computer using MPI_Alltoallv for communication. */

#define NITERS 100 /* number of iterations */
#define MAXN 1024 /* maximum length of DAXPY computation */
#define MAXH 256 /* maximum h in h-relation */
#define MEGA 1000000.0

int main(int argc, char **argv){
    void leastsquares(int h0, int h1, double *t, double *g, double *l);
    int p, s, s1, iter, i, n, h,
    double alpha, beta, x[MAXN], y[MAXN], z[MAXN], src[MAXH], dest[MAXH],
        time0, time1, time, *Time, mintime, maxtime,
        nflops, r, g0, l0, g, l, t[MAXH+1];

    /**** Determine p ****/
    MPI_Init(&argc,&argv);
    MPI_Comm_size(MPI_COMM_WORLD,&p); /* p = number of processors */
    MPI_Comm_rank(MPI_COMM_WORLD,&s); /* s = processor number */
    Time= vecallocd(p);

    /**** Determine r ****/
    for (n=1; n <= MAXN; n *= 2){
        /* Initialize scalars and vectors */
```
alpha = 1.0/3.0;
beta = 4.0/9.0;
for (i=0; i<n; i++)
    z[i] = y[i] = x[i] = (double)i;
/* Measure time of 2*NITERS DAXPY operations of length n */
time0 = MPI_Wtime();
for (iter=0; iter<NITERS; iter++){
    for (i=0; i<n; i++)
        y[i] += alpha*x[i];
    for (i=0; i<n; i++)
        z[i] -= beta*x[i];
}
time1 = MPI_Wtime();
time = time1-time0;
MPI_Gather(&time,1,MPI_DOUBLE,Time,1,MPI_DOUBLE,0,MPI_COMM_WORLD);

/* Processor 0 determines minimum, maximum, average computing rate */
if (s==0){
    mintime = maxtime = Time[0];
    for(s1=1; s1<p; s1++){
        mintime = MIN(mintime,Time[s1]);
        maxtime = MAX(maxtime,Time[s1]);
    }
    if (mintime>0.0){
        /* Compute r = average computing rate in flop/s */
        nflops = 4*NITERS*n;
        r = 0.0;
        for(s1=0; s1<p; s1++)
            r += nflops/Time[s1];
        r /= p;
        printf("n= %5d, min= %7.3lf, max= %7.3lf Mflop/s ,
              n, nflops/(maxtime*MEGA),nflops/(mintime*MEGA), r/MEGA); Sym.out
        fflush(stdout);
        /* Output for fooling benchmark-detecting compilers */
        printf(" fool= %7.1lf\n", y[n-1]+z[n-1]);
    } else
        printf("minimum time is 0\n");
}
}

/**** Determine g and l ****/
Nsend = vecalloci(p);
Nrecv = vecalloci(p);
Offset_send = vecalloci(p);
Offset_recv = vecalloci(p);

for (h=0; h<=MAXH; h++){
    /* Initialize communication pattern */
    for (i=0; i<h; i++)
        src[i] = (double)i;
if (p==1){
    Nsend[0] = Nrecv[0] = h;
} else {
    for (s1=0; s1<p; s1++)
        Nsend[s1] = h/(p-1);
    for (i=0; i < h%(p-1); i++)
        Nsend[(s1+i)%p]++;
    Nsend[s] = 0; /* no communication with yourself */
    for (s1=0; s1<p; s1++)
        Nrecv[s1] = h/(p-1);
    for (i=0; i < h%(p-1); i++)
        Nrecv[(s1-i+p)%p]++;
    Nrecv[s] = 0;
}

Offset_send[0] = Offset_recv[0] = 0;
for(s1=1; s1<p; s1++){
    Offset_send[s1] = Offset_send[s1-1] + Nsend[s1-1];
    Offset_recv[s1] = Offset_recv[s1-1] + Nrecv[s1-1];
}

/* Measure time of NITERS h-relations */
MPI_Barrier(MPI_COMM_WORLD);
time0 = MPI_Wtime();
for (iter=0; iter<NITERS; iter++){
    MPI_Alltoallv(src, Nsend, Offset_send, MPI_DOUBLE,
                  dest, Nrecv, Offset_recv, MPI_DOUBLE, MPI_COMM_WORLD);
    MPI_Barrier(MPI_COMM_WORLD);
}
time1 = MPI_Wtime();
time = time1-time0;

/* Compute time of one h-relation */
if (s==0){
    t[h] = (time*r)/NITERS;
    printf("Time of %5d-relation= %lf sec= %8.0lf flops\n", h, time/NITERS, t[h]);
    fflush(stdout);
}

if (s==0){
    printf("size of double = %d bytes\n", (int)SZDBL);
    leastsquares(0, p, t, &g0, &l0);
    printf("Range h=0 to p : g= %.1lf, l= %.1lf\n", g0, l0);
    leastsquares(p, MAXH, t, &g, &l);
    printf("Range h=p to HMAX: g= %.1lf, l= %.1lf\n", g, l);
    printf("The bottom line for this BSP computer is:\n");
    printf("p= %d, r= %.3lf Mflop/s, g= %.1lf, l= %.1lf\n", p, r/MEGA, g, l);
    fflush(stdout);
}
vecfreei(Offset_recv);
vecfreei(Offset_send);
vecfreei(Nrecv);
vecfreei(Nsend);
vecfreed(Time);

MPI_Finalize();

exit(0);
}

C.2.3 Function mpilu

For the LU decomposition, we have numbered the processors in two-dimensional fashion, relating one-dimensional and two-dimensional processor numbers by the standard identification \( P(s,t) \equiv P(s + tM) \). We used two-dimensional processor numbers in the LU decomposition algorithm, but had to translate these into one-dimensional numbers in the actual BSPlib program. In MPI, we can carry the renumbering one step further by defining a communicator for every processor row and column, which allows us to use the processor row number \( s \) and the processor column number \( t \) directly in the communication primitives. In the function below, the new communicators are created by splitting the old communicator \( MPI\_COMM\_WORLD \) into subsets by the primitive \( MPI\_Comm\_split \). Processors that call this primitive with the same value of \( s \) end up in the same communicator, which we call \( row\_comm\_s \).

As a result, we obtain \( M \) communicators, each corresponding to a processor row \( P(s,\ast) \). Every processor obtains a processor number within its communicator. This number is by increasing value of the third parameter of the primitive, that is, \( t \). Because of the way we split, the processor number of \( P(s,t) \) within the row communicator is simply \( t \). The column communicators are created by a similar split in the other direction. As a result, we can address processors in three different ways: by the global identity \( s + tM \) within the \( MPI\_COMM\_WORLD \) communicator; by the column number \( t \) within the \( row\_comm\_s \) communicator; and by the row number \( s \) within the \( col\_comm\_t \) communicator. This allows us for instance to broadcast the pivot value, a double, from processor \( P(k \mod n, smax) \) within its processor column, simply by using the \( MPI\_Bcast \) primitive with \( col\_comm\_t \) as the communicator parameter, see Superstep 1. (For easy reference, the program supersteps retain the original numbering from BSPedupack.) Another instance where use of the new communicators is convenient is in the broadcast of \( nlr-kr1 \) doubles from \( 1k \) (representing a column part) within each processor row, see Superstep 3. The source processor of the broadcast within \( P(s,\ast) \) is \( P(s, k \mod n) \).

Communicators can also be used to split a BSP computer into different subcomputers, such as in the decomposable BSP (D-BSP) model [55]. Care must be taken to do this in a structured way, as it is still possible for
processors from different subcomputers to communicate with each other (for instance through the MPI\_COMM\_WORLD communicator). This use of communicators can be important for certain applications, for example, with a tree-like computational structure.

Because we have a wide variety of collective communications available in MPI, we should try to use one of them to determine the maximum absolute value in $A(k+1: n-1, k)$ and the processor that contains it. It turns out to be most convenient to perform a reduction operation over the processors in $P(*, k \mod n)$, using MPI\_Allreduce within one column communicator, see Superstep 0. The operation works on pairs consisting of a double representing the local maximum absolute value and an integer representing the index $s$ of the corresponding processor. A pair is stored using a struct of a double val and an integer idx. The local input pair is max and the global output pair is max\_glob; this pair becomes available on all processors in the column communicator. The operation is called MPI\_MAXLOC, since it determines a maximum and registers the location (argmax) of the maximum. In case of equal maxima, the maximum with the lowest processor number is taken. Note that after the maximum absolute value has been determined, all processors in $P(*, k \mod n)$ know the owner and the absolute value of the maximum, but not the corresponding pivot value; this value is broadcast in the next superstep.

The row swap of the LU decomposition can be done in many different ways using MPI. If $k \mod M \neq r \mod N$, the swap involves communication. In that case, the communication pattern is a swap of local row parts by $N$ disjoint pairs of processors. Here, the communication is truly pairwise and this is a good occasion to show the point-to-point message-passing primitives in action that gave MPI its name. In the second part of Superstep 2 the rows are swapped. Each processor $P(k \mod M, t)$ sends $nlc\_local$ local values of type double to $P(r \mod M, t)$, that is, $P(r \mod M + tM)$ in the global one-dimensional numbering used. The messages are tagged by ‘1’. Note that the program text of this part is lengthy, because here we have to write lines of program text explicitly for receiving. (We became used to one-sided views of the world, but alas.) Note also the reversed order of the sends and receives for $P(k \mod M, t)$ compared with the order for $P(r \mod M, t)$. If we had used the same order, dreaded deadlock could occur. Whether it actually occurs is dependent on the implementation of MPI. The MPI standard allows both a buffered implementation, where processors use intermediate buffers and hence the sender is free to continue with other work after having written its message into the buffer, and an unbuffered implementation, where the sender is blocked until the communication has finished. The receiver is always blocked until the end of the communication.

The processors involved in the swapping are synchronized more than strictly necessary; the number of supersteps is actually two: one for swapping components of $\pi$, and one for swapping rows of $A$. In the BSPlib case, we can do the same easily within one superstep, by superstep piggybacking,
that is, combining unrelated supersteps to reduce the amount of synchronization. (Using MPI, we could do this as well, if we are prepared to pack and unpack the data in a certain way, using so-called derived types. This is more complicated, and may be less efficient due to copying overhead.) An advantage of the send/receive approach is that the \( p - 2N \) processors not involved in the swap can race through unhindered, but they will be stopped at the next traffic light (the broadcast in **Superstep 3**).

It would be rather unnatural to coerce the row swap into the framework of a collective communication. Since the pattern is relatively simple, it cannot do much harm to use a send/receive pair here. If desired, we can reduce the program length by using a special MPI primitive for paired messages, MPI\_Sendrecv, or, even better, by using MPI\_Sendrecv\_replace, which requires only one buffer for sending and receiving, thus saving memory. (MPI has many more variants of send and receive operations.)

```c
#include "mpiedupack.h"

#define EPS 1.0e-15

void mpilu(int M, int N, int s, int t, int n, int *pi, double **a){
    /* Compute LU decomposition of \( n \) by \( n \) matrix \( A \) with partial pivoting.
    Processors are numbered in two-dimensional fashion.
    Program text for \( P(s,t) = \) processor \( s+t*M \),
    with \( 0 <= s < M \) and \( 0 <= t < N \).
    \( A \) is distributed according to the \( M \) by \( N \) cyclic distribution.
    */
    int nloc(int p, int s, int n);
    double *uk, *lk;
    int nlr, nlc, k, i, j, r;

    MPI_Comm row_comm_s, col_comm_t;
    MPI_Status status, status1;

    /* Create a new communicator for my processor row and column */
    MPI_Comm_split(MPI_COMM_WORLD,s,t,&row_comm_s);
    MPI_Comm_split(MPI_COMM_WORLD,t,s,&col_comm_t);

    nlr= nloc(M,s,n); /* number of local rows */
    nlc= nloc(N,t,n); /* number of local columns */

    uk= vecallocd(nlc);
    lk= vecallocd(nlr);

    /* Initialize permutation vector \( \pi \) */
    if (t==0){
        for(i=0; i<nlr; i++)
            pi[i]= i*M+s; /* global row index */
    }
```
for (k=0; k<n; k++)
    int kr, kr1, kc, kc1, imax, smax, tmp;
    double absmax, pivot, atmp;
    struct {
        double val;
        int idx;
    } max, max_glob;

    /****** Superstep 0 ******/
    kr = nloc(M, s, k);  /* first local row with global index >= k */
    kr1 = nloc(M, s, k+1);
    kc = nloc(N, t, k);
    kc1 = nloc(N, t, k+1);

    if (k%N==t) {  /* k=kc*N+t */
        /* Search for local absolute maximum in column k of A */
        absmax = 0.0; imax = -1;
        for (i=kr; i<nlr; i++) {
            if (fabs(a[i][kc])>absmax) {
                absmax = fabs(a[i][kc]);
                imax = i;
            }
        }
    }

    /* Determine value and global index of absolute maximum 
    and broadcast them to P(*,t) */
    max.val = absmax;
    if (absmax>0.0) {
        max.idx = imax*M+s;
    } else {
        max.idx = n;  /* represents infinity */
    }
    MPI_Allreduce(&max, &max_glob, 1, MPI_DOUBLE_INT, MPI_MAXLOC, col_comm_t);

    /****** Superstep 1 ******/

    /* Determine global maximum */
    r = max_glob.idx;
    pivot = 0.0;
    if (max_glob.val > EPS) {
        smax = r%M;
        if (s==smax)
            pivot = a[imax][kc];  /* Broadcast pivot value to P(*,t) */
        MPI_Bcast(&pivot, 1, MPI_DOUBLE, smax, col_comm_t);
        for (i=kr; i<nlr; i++)
            a[i][kc] /= pivot;
        if (s==smax)
            a[imax][kc] = pivot;  /* restore value of pivot */
    } else {

MPI_Abort(MPI_COMM_WORLD,-6); 
}

/* Broadcast index of pivot row to P(*,*) */
MPI_Bcast(&r,1,MPI_INT,k%N,row_comm_s);

****** Superstep 2 ******/
if (t==0){
    /* Swap pi(k) and pi(r) */
    if (k%M != r%M){
        if (k%M==s){
            /* Swap pi(k) and pi(r) */
            MPI_Send(&pi[k/M],1,MPI_INT,r%M,0,MPI_COMM_WORLD);
            MPI_Recv(&pi[k/M],1,MPI_INT,r%M,0,MPI_COMM_WORLD,&status);
            if (r%M==s){
                MPI_Recv(&tmp,1,MPI_INT,k%M,0,MPI_COMM_WORLD,&status);
                MPI_Send(&pi[r/M],1,MPI_INT,k%M,0,MPI_COMM_WORLD);
                pi[r/M]= tmp;
            } else if (k%M==s){
                tmp= pi[k/M];
                pi[k/M]= pi[r/M];
                pi[r/M]= tmp;
        }
    } else if (k%M==s){
        for(j=0; j<nlc; j++)
            a[k/M][j]= uk[j];
    } else if (k%M==s){
        for(j=0; j<nlc; j++){
            atmp= a[k/M][j];
            a[k/M][j]= a[r/M][j];
            a[r/M][j]= atmp;
    }
}

****** Superstep 3 ******/
if (k%N==t){
    /* Store new column k in lk */
    for(i=kr1; i<nlr; i++)
        lk[i-kr1]= a[i][kc];
}
if (k%M==s)
    /* Store new row k in uk */
    for(j=kc1; j<nlc; j++)
        uk[j-kc1]= a[kr][j];
}
MPI_Bcast(lk,nlr-kr1,MPI_DOUBLE,k%M,row_comm_s);

/****** Superstep 4 ******/
MPI_Bcast(uk,nlc-kc1,MPI_DOUBLE,k%M,col_comm_t);

/****** Superstep 0 ******/
/* Update of A */
for(i=kr1; i<nlr; i++){
    for(j=kc1; j<nlc; j++)
        a[i][j] -= lk[i-kr1]*uk[j-kc1];
}
vecfreed(lk);
vecfreed(uk);
} /* end mpilu */

C.2.4 Function mpifft
The function mpifft differs in only one place from the function bspfft: it
invokes a redistribution function written in MPI, instead of BSPlib. The pro-
gram text of this function, mpiredistr, is listed below. The function creates
packets of data in the same way as bspredistr, but it first fills a complete
array tmp with packets, instead of putting the packets separately into a remote
processor. The packets are sent to their destination by using MPI
Alltoallv, explained above in connection with mpibench. The destination processor of
each packet is computed in the same way as in the BSPlib case. All pack-
quets sent have the same size, which is stored in Nsend, counting two doubles
for each complex value. The offset is also stored in an array. Note that for
n/p ≥ c1/c0, the number of packets equals c1/c0. This means that some pro-
cessors may not receive a packet from P(s). In the common case of an FFT
with p ≤ √n, however, the function is used with c0 = 1 and c1 = p, so that
the condition holds, the number of packets created by P(s) is p, and the com-
munication pattern is a true all-to-all; this is the motivation for using an MPI
all-to-all primitive. In the common case, all packets have equal size n/p2, and
we can use MPI_Alltoall. For n/p < c1/c0, however, we must use the more
general MPI_Alltoallv. An advantage of MPI_Alltoallv is that the packets
can be stored in the receive array in every possible order, so that we do not
have to unpack the data by permuting the packets.

A disadvantage of using MPI_Alltoallv instead of one-sided puts, is that
receive information must be computed beforehand, namely the number of
receives and the proper offset for each source processor. This is not needed
when using bsp_put primitives as in bspredistr. Thus, MPI_Alltoallv is a true two-sided communication operation, albeit a collective one. For each packet, the global index of its first vector component is computed in the new distribution (with cycle $c_1$), and the processor $srcproc$ is computed that owns this component in the old distribution (with cycle $c_0$). All the information about sends and receives is determined before MPI_Alltoallv is called.

The MPI_Alltoallv operation is preceded by an explicit global synchronization, which teaches us an MPI rule: collective communications may synchronize the processors, but you cannot rely on this.

Here, the local processor writes from $x$ into $tmp$, and then all processors write back from $tmp$ into $x$. It can happen that a particularly quick remote processor already starts writing into the space of $x$ while the local processor is still reading from it. To prevent this, we can either use an extra temporary array, or insert a global synchronization to make sure all local writes into $tmp$ have finished before MPI_Alltoallv starts. We choose the latter option, and it feels good. When in doubt, insert a barrier. The rule also says that synchronization may occur. Thus a processor cannot send a value before the collective communication, hoping that another processor receives it after the collective communication. For correctness, we have to think barriers, even if they are not there in the actual implementation.

```c
#include "mpiedupack.h"

/****************** Parallel functions ******************/
void mpiredistr(double *x, int n, int p, int s, int c0, int c1, char rev, int *rho_p){
    /* This function redistributes the complex vector x of length n, stored as pairs of reals, from group-cyclic distribution over p processors with cycle c0 to cycle c1, where c0, c1, p, n are powers of two with 1 <= c0 <= c1 <= p <= n. s is the processor number, 0 <= s < p. If rev=true, the function assumes the processor numbering is bit reversed on input. rho_p is the bit-reversal permutation of length p. */

double *tmp;
int np, j0, j2, j, jglob, ratio, size, npackets, t, offset, r, destproc, srcproc,

np= n/p;
ratio= c1/c0;
```
size = MAX(np/ratio,1);
npackets = np/size;
tmp = vecallocd(2*np);
Nsend = vecalloci(p);
Nrecv = vecalloci(p);
Offset_send = vecalloci(p);
Offset_recv = vecalloci(p);

for(t=0; t<p; t++){
    Nsend[t] = Nrecv[t] = 0;
    Offset_send[t] = Offset_recv[t] = 0;
}

/* Initialize sender info and copy data */
offset = 0;
if (rev) {
    j0 = rho_p[s]%c0;
    j2 = rho_p[s]/c0;
} else {
    j0 = s%c0;
    j2 = s/c0;
}

for(j=0; j<npackets; j++){
    jglob = j2*c0*np + j*c0 + j0;
    destproc = (jglob/(c1*np))*c1 + jglob%c1;
    Nsend[destproc] = 2*size;
    Offset_send[destproc] = offset;
    for(r=0; r<size; r++){
        tmp[offset + 2*r] = x[2*(j+r*ratio)];
        tmp[offset + 2*r+1] = x[2*(j+r*ratio)+1];
    }
    offset += 2*size;
}

/* Initialize receiver info */
offset = 0;
j0 = s%c1; /* indices for after the redistribution */
j2 = s/c1;
for(r=0; r<npackets; r++){
    j = r*size;
    jglob = j2*c1*np + j*c1 + j0;
    srcproc = (jglob/(c0*np))*c0 + jglob%c0;
    if (rev)
        srcproc = rho_p[srcproc];
    Nrecv[srcproc] = 2*size;
    Offset_recv[srcproc] = offset;
    offset += 2*size;
}

/* Necessary for safety */
MPI_Barrier(MPI_COMM_WORLD);
MPI_Alltoallv(tmp, Nsend, Offset_send, MPI_DOUBLE,
   x, Nrecv, Offset_recv, MPI_DOUBLE, MPI_COMM_WORLD);
vecfreei(Offset_recv);
vecfreei(Offset_send);
vecfreei(Nrecv);
vecfreei(Nsend);
vecfreed(tmp);
} /* end mpiredistr */

C.2.5 Function mpimv
The final program text we discuss is different from the previous ones because it is solely based on the MPI-2 extensions for one-sided communication. In writing this program, we have tried to exploit the close correspondence between the one-sided communications in BSPlib and their counterparts in MPI-2. Six years after the MPI-2 standard has been released, partial MPI-2 implementations with reasonable functionality are starting to become available. A full public-domain implementation for many different architectures is expected to be delivered in the near future by the MPICH-2 project. The driving force in developing one-sided communications is their speed and their ease of use.

MPI-2 contains unbuffered put and get operations, which are called high-performance puts and gets in BSPlib. The motivation of the MPI-2 designers for choosing the unbuffered version is that it is easy for the user to provide the safety of buffering if this is required. In contrast, BSPlib provides both buffered and unbuffered versions; this book encourages use of the buffered version, except if the user is absolutely sure that unbuffered puts and gets are safe. The syntax of the unbuffered put primitives in BSPlib and MPI is

bsp_hppput(pid, src, dst, dst_offsetbytes, nbytes);

MPI_Put(src, src_n, src_type, pid, dst_offset, dst_n, dst_type, dst_win);

In BSPlib, data size and offsets are measured in bytes, whereas in MPI this is in units of the basic data type, src_type for the source array and dst_type for the destination array. In most cases these two types will be identical (e.g. both could be MPI_DOUBLE), and the source and destination sizes will thus be equal. The destination memory area in the MPI-2 case is not simply given by a pointer to memory space such as an array, but by a pointer to a window object, which will be explained below.

The syntax of the unbuffered get primitives in BSPlib and MPI is

bsp_hpget(pid, src, src_offsetbytes, dst, nbytes);

MPI_Get(dst, dst_n, dst_type, pid, src_offset, src_n, src_type, src_win);
Note the different order of the arguments, but also the great similarity between the puts and gets of BSPlib and those of MPI-2. In the fanout of mpimv, shown below, one double is obtained by an MPI_Get operation from the remote processor srcprocv[j], at an offset of srcindv[j] doubles from the start of window v_win; the value is stored locally as vloc[j]. It is instructive to compare the statement with the corresponding one in bspmv.

A window is a preregistered and distributed memory area, consisting of local memory on every processor of a communicator. A window is created by MPI_Win_create, which is the equivalent of BSPlib’s bsp_push_reg. We can consider this as the registration of the memory needed before puts or gets can be executed.

In the first call of MPI_Win_create in the function mpimv, a window of size nv doubles is created and the size of a double is determined to be the basic unit for expressing offsets of subsequent puts and gets into the window. All processors of the communication world participate in creating the window. The MPI_INFO_NULL parameter always works, but can be replaced by other parameters to give hints to the implementation for optimization. For further details, see the MPI-2 standard. The syntax of the registration and deregistration primitives in BSPlib and MPI is

```c
bsp_push_reg(variable, nbytes);
MPI_Win_create(variable, nbytes, unit, info, comm, win);
bsp_pop_reg(variable);
MPI_Win_free(win);
```

Here, win is the window of type MPI_Win corresponding to the array variable; the integer unit is the unit for expressing offsets; and comm of type MPI_Comm is the communicator of the window.

A window can be used after a call to MPI_Win_fence, which can be thought of as a synchronization of the processors that own the window. The first parameter of MPI_Win_fence is again for transferring optimization hints, and can best be set to zero at the early learning stage; this is guaranteed to work. The communications initiated before a fence are guaranteed to have been completed after the fence. Thus the fence acts as a synchronization at the end of a superstep. A window is destroyed by a call to MPI_Win_free, which is the equivalent of BSPlib’s bsp_pop_reg.

The MPI_Put primitive is illustrated by the function mpimv_init, which is a straightforward translation of bspmv_init. Four windows are created, one for each array, for example, tmpprocv_win representing the integer array tmpprocv. (It would have been possible to use one window instead, by using a four times larger array accessed with proper offsets, and thus saving some fences at each superstep. This may be more efficient, but it is perhaps also a bit clumsy and unnatural.)
The third, and final one-sided communication operation available in MPI-2, but not in BSPlib, is an accumulate operation, called MPI_Accumulate. It is similar to a put, but instead of putting a value into the destination location the accumulate operation adds a value into into the location, or takes a maximum, or performs another binary operation. The operation must be one of the predefined MPI reduction operations. The accumulate primitive allows targeting the same memory location by several processors. For the unbuffered put, MPI_Put or bsp_hpput, this is unsafe. The order in which the accumulate operations are carried out is not specified and may be implementation-dependent. (This resembles the variation in execution order that is caused by changing $p$.)

In Superstep 2 of mpimv, a contribution $\text{sum}$, pointed to by $\text{psum}$, is added by using the operator MPI_SUM into $u[\text{destind}[i]]$ on processor $\text{destproc}[i]$. This operation is exactly what we need for the fanin.

BSPlib does not have a primitive for the accumulate operation. In bspmiv we performed the fanin by sending the partial sums to their destination using the bsp_send primitive, retrieving them together from the system buffer in the next superstep by using the bsp_move primitive. This is a more general approach, less tailored to this specific situation. The bsp_send primitive does not have an equivalent in MPI-2. It is, however, a very convenient way of getting rid of data by sending them to another processor, not caring about how every individual message is received. This resembles the way we send messages by regular mail, with daily synchronization (if you are lucky) by the postal service. The one-sided send primitive may perhaps be a nice candidate for inclusion in a possible MPI-3 standard.

```c
#include "mpiedupack.h"

void mpimv(int p, int s, int n, int nz, int nrows, int ncols,
           double *a, int *inc,
           int *srcprocv, int *srcindv, int *destprocv, int *destindv,
           int nv, int nu, double *v, double *u){
    /* This function multiplies a sparse matrix A with a
dense vector v, giving a dense vector u=Av.
*/
    int i, j, *pinc;

    MPI_Win v_win, u_win;

    //***** Superstep 0. Initialize and register *****/
    for(i=0; i<nu; i++)
        u[i]= 0.0;
    vloc = vecallocd(ncols);
    MPI_Win_create(v,nu*SZDBL,SZDBL,MPI_INFO_NULL,MPI_COMM_WORLD,&v_win);
    MPI_Win_create(u,nu*SZDBL,SZDBL,MPI_INFO_NULL,MPI_COMM_WORLD,&u_win);
```
/***** Superstep 1. Fanout *****/
MPI_Win_fence(0, v_win);
for(j=0; j<ncols; j++)
    MPI_Get(&vloc[j], 1, MPI_DOUBLE, srcprocv[j],
            srcindv[j], 1, MPI_DOUBLE, v_win);
MPI_Win_fence(0, v_win);

/*** Superstep 2. Local matrix-vector multiplication and fanin */
MPI_Win_fence(0, u_win);
psum= &sum;
pinc= inc;
pvloc= vloc;
pvloc_end= pvloc + ncols;

pvloc += *pinc;
for(i=0; i<nrows; i++){
    *psum= 0.0;
    while (pvloc<pvloc_end){
        *psum += (*pa) * (*pvloc);
        pa++;
        pinc++;
        pvloc += *pinc;
    }
    MPI_Accumulate(psum, 1, MPI_DOUBLE, destprocu[i], destindu[i],
                    1, MPI_DOUBLE, MPI_SUM, u_win);
    pvloc -= ncols;
}
MPI_Win_fence(0, u_win);
MPI_Win_free(&u_win);
MPI_Win_free(&v_win);
vecfreed(vloc);
}

void mpimv_init(int p, int s, int n, int nrows, int ncols,
                 int nv, int nu, int *rowindex, int *colindex,
                 int *vindex, int *uindex, int *srcprocv, int *srcindv,
                 int *destprocu, int *destindu){

    /* This function initializes the communication data structure
     * needed for multiplying a sparse matrix A with a dense vector v,
     * giving a dense vector u=Av.
     */

    int nloc(int p, int s, int n);

    MPI_Win tmpprocv_win, tmpindv_win, tmpprocu_win, tmpindu_win;
CONVERTING BSPEDUPACK TO MPIEDUPACK

****** Superstep 0. Allocate and register temporary arrays */
np= nloc(p,s,n);
tmpproc=vecalloci(np);
tmpind=vecalloci(np);
tmpprocu=vecalloci(np);
tmpindu=vecalloci(np);
MPI_Win_create(tmmproc,np*SZINT,SZINT,MPI_INFO_NULL,
  MPI_COMM_WORLD,&tmmproc_win);
MPI_Win_create(tmpind,np*SZINT,SZINT,MPI_INFO_NULL,
  MPI_COMM_WORLD,&tmpind_win);
MPI_Win_create(tmmprocu,np*SZINT,SZINT,MPI_INFO_NULL,
  MPI_COMM_WORLD,&tmmprocu_win);
MPI_Win_create(tmpindu,np*SZINT,SZINT,MPI_INFO_NULL,
  MPI_COMM_WORLD,&tmpindu_win);
MPI_Win_fence(0, tmmproc_win); MPI_Win_fence(0, tmpind_win);
MPI_Win_fence(0, tmmprocu_win); MPI_Win_fence(0, tmpindu_win);

****** Superstep 1. Write into temporary arrays ******
for(j=0; j<nv; j++){
  jglob= vindex[j];
  // Use the cyclic distribution */
  MPI_Put(&s,1,MPI_INT,jglob%p,jglob/p,1,MPI_INT,tmmproc_win);
  MPI_Put(&j,1,MPI_INT,jglob%p,jglob/p,1,MPI_INT,tmpind_win);
}
for(i=0; i<nu; i++){
  iglob= uindex[i];
  MPI_Put(&s,1,MPI_INT,iglob%p,iglob/p,1,MPI_INT,tmmprocu_win);
  MPI_Put(&i,1,MPI_INT,iglob%p,iglob/p,1,MPI_INT,tmpindu_win);
}
MPI_Win_fence(0, tmmproc_win); MPI_Win_fence(0, tmpind_win);
MPI_Win_fence(0, tmmprocu_win); MPI_Win_fence(0, tmpindu_win);

****** Superstep 2. Read from temporary arrays ******
for(j=0; j<ncols; j++){
  jglob= colindex[j];
  MPI_Get(&srcprocv[j],1,MPI_INT,jglob%p,jglob/p,1,MPI_INT,tmmproc_win);
  MPI_Get(&srcindv[j], 1,MPI_INT,jglob%p,jglob/p,1,MPI_INT,tmpind_win);
}
for(i=0; i<nrows; i++){
  iglob= rowindex[i];
  MPI_Get(&destprocu[i],1,MPI_INT,iglob%p,iglob/p,1,MPI_INT,tmmprocu_win);
  MPI_Get(&destindu[i], 1,MPI_INT,iglob%p,iglob/p,1,MPI_INT,tmpindu_win);
}
MPI_Win_fence(0, tmmproc_win); MPI_Win_fence(0, tmpind_win);
MPI_Win_fence(0, tmmprocu_win); MPI_Win_fence(0, tmpindu_win);

****** Superstep 3. Deregister temporary arrays ******
MPI_Win_free(&tmpindu_win); MPI_Win_free(&tmmprocu_win);
MPI_Win_free(&tmpind_win); MPI_Win_free(&tmmproc_win);

****** Superstep 4. Free temporary arrays ******
vecfreei(tmpindu); vecfreei(tmpprocu);
vecfreei(tmpindv); vecfreei(tmpprocv);
} /* end mpimv_init */

C.3 Performance comparison on an SGI Origin 3800

To compare the performance of the programs from MPIedupack with those of BSPedupack, we performed experiments on Teras, the SGI Origin 3800 computer used in Chapter 3 to test the FFT. We ran the programs for inner product computation (bspinprod and mpiinprod), LU decomposition (bsplu and mpielu), FFT (bspfft and mpiff), and sparse matrix–vector multiplication (bspmv and mpimv), which all have the same level of optimization for the BSPlib and MPI versions. We excluded the benchmarking programs, because bspbennch measures pessimistic g-values and mpibennch optimistic values, making them incomparable. The results for a proper benchmark would resemble those of the FFT, because both mpibennch and mpiff perform their communication by using the MPI_Alltoallv primitive.

All programs were compiled using the same MIPSpro C compiler, which is the native compiler of the SGI Origin 3800. The MPI-1 programs have been linked with the MPT 1.6 implementation of MPI. The MPI-2 program mpimv has been linked with MPT 1.8, which has just been released and which is the first version to include all three one-sided communications. Although the program mpimv is completely legal in MPI-2, we had to allocate the target memory of the one-sided communications by using MPI_Alloc_mem from MPI in mpiedupack.c instead of malloc from C. This is because of a restriction imposed by the MPT implementation. Each experiment was performed three times and the minimum of the three timings was taken, assuming this result suffered the least from other activities on the parallel computer. The problem size was deliberately chosen small, to expose the communication behaviour. (For large problems, computation would be dominant, making differences in communication performance less clearly visible.) The matrix used for the sparse matrix–vector multiplication is amorph20k with 100 000 nonzeros.

The timing results of our experiments are presented in Table C.1. The inner product program shows the limits of the BSP model: the amount of communication is small, one superstep performing a \((p - 1)\)-relation, which is dominated by the global synchronization and the overhead of the superstep. This approach is only viable for a sufficiently large amount of computation, and \(n = 100\,000\) is clearly too small. The MPI version makes excellent use of the specific nature of this problem and perhaps of the hardware, leading to good scalability. The LU decomposition shows slightly better performance of BSPlib for \(p = 1\) and \(p = 2\), indicating lower overhead, but MPI scales better for larger \(p\), achieving a speedup of about 10 on 16 processors. For the FFT, a similar behaviour can be observed, with a largest speedup of about 8 on 16 processors for MPI. The matrix–vector multiplication has been optimized by
Table C.1. Time $T_p(n)$ (in ms) of parallel programs from BSPedupack and MPIedupack on $p$ processors of a Silicon Graphics Origin 3800

<table>
<thead>
<tr>
<th>Program</th>
<th>$n$</th>
<th>$p$</th>
<th>BSPlib</th>
<th>MPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner product</td>
<td>100000</td>
<td>1</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>4.2</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>5.9</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>9.1</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>26.8</td>
<td>0.3</td>
</tr>
<tr>
<td>LU decomposition</td>
<td>1000</td>
<td>1</td>
<td>5408</td>
<td>6341</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2713</td>
<td>2744</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1590</td>
<td>1407</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>1093</td>
<td>863</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>1172</td>
<td>555</td>
</tr>
<tr>
<td>FFT</td>
<td>26244</td>
<td>1</td>
<td>154</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>111</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>87</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>41</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>27</td>
<td>19</td>
</tr>
<tr>
<td>Matrix–vector</td>
<td>20000</td>
<td>1</td>
<td>3.8</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>11.4</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>14.7</td>
<td>6.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>20.8</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>18.7</td>
<td>11.0</td>
</tr>
</tbody>
</table>

preventing a processor from sending data to itself. This yields large savings for both versions and eliminates the parallel overhead for $p = 1$. To enable a fair comparison, the buffered get operation in the fanout of the BSPlib version has been replaced by an unbuffered get; the fanin by bulk synchronous message passing remains buffered. The MPI version is completely unbuffered, as it is based on the one-sided MPI-2 primitives, which may partly explain its superior performance. The matrix–vector multiplication has not been optimized to obtain optimistic $g$-values, in contrast to the LU decomposition and the FFT. The test problem is too small to expect any speedup, as discussed in Section 4.10. The results of both versions can be improved considerably by further optimization.

Overall, the results show that the performance of BSPlib and MPI is comparable, but with a clear advantage for MPI. This may be explained by the fact that the MPI version used is a recent, vendor-supplied implementation, which has clearly been optimized very well. On the other hand, the BSPlib implementation (version 1.4, from 1998) is older and was actually optimized for the SGI Origin 2000, a predecessor of the Origin 3800. No adjustment was needed when installing the software, but no fine-tuning was done either.

Other experiments comparing BSPlib and MPI have been performed on different machines. For instance, the BSPlib version of the LU decomposition from ScaLAPACK by Horvitz and Bisseling [110] on the Cray T3E was found
to be 10–15% faster than the original MPI version. Parallel Templates by Koster [124] contains a highly optimized version of our sparse matrix–vector multiplication, both in BSPlib and in MPI-1 (using `MPI_Alltoallv`). Koster reports close results on a T3E with a slight advantage for MPI.

C.4 Where BSP meets MPI

Almost every parallel computer these days comes equipped with an implementation of MPI-1. Sometimes, MPI-2 extensions are available as well. For many parallel computers, we can install a public-domain version of BSPlib ourselves, or have it installed by the systems administrator. Which road should we take when programming in bulk synchronous parallel style?

To answer the question, we propose four different approaches, each of which can be recommended for certain situations. The first is the purist approach used in the chapters of this book, writing our programs in BSPlib and installing BSPlib ourselves if needed. The main advantage is ease of use, and automatic enforcement of the BSP style. An important advantage is the impossibility of introducing deadlock in BSPlib programs. For some machines, an efficient implementation is available. For other machines, the BSPlib implementation on top of MPI-1 from the Oxford BSP toolset [103] and the Paderborn University BSP (PUB) library [28,30] can be used. This may be slow, but could be acceptable for development purposes. It is my hope that this book will stimulate the development of more efficient implementations of BSPlib. In particular, it should not be too difficult to implement BSPlib efficiently on top of MPI-2, basing all communications on the one-sided communications introduced by MPI-2. (Optimization by a clever BSPlib system could even lead to faster communication compared with using the underlying MPI-2 system directly.)

The programs from MPIedupack are in general shorter than those in BSPedupack, due to the use of preexisting collective-communication functions in MPI. We have learned in this book to write such functions ourselves in BSPlib, and thus we can design them for every specific purpose. It would be helpful, however, to have a common collection of efficient and well-tested functions available for everybody. A start has been made by the inclusion of so-called level-1 functions in the Oxford BSP toolset [103] and a set of collective communications in the PUB library [28,30]. I would like to encourage readers to write equivalents of MPI collective communications and to make them available under the GNU General Public License. I promise to help in this endeavour.

The second approach is the hybrid approach, writing a single program in BSP style, but expressing all communication both in MPI and BSPlib. The resulting single-source program can then be compiled conditionally. The conditionally compiled statements can for instance be complete functions,
such as the redistribution function of the FFT:

```c
#ifdef MPITARGET
    mpireredistr(x,n,p,s,c0,c,rev,rho_p);
#else
    bspredistr(x,n,p,s,c0,c,rev,rho_p);
#endif
```

The compilation command would then have a flag `-DMPITARGET` if compilation using MPI is required. The default would be using BSPlib. (If desired, the preference can easily be reversed.) This can also be applied at a lower level:

```c
#ifdef MPITARGET
    MPI_Barrier(MPI_COMM_WORLD);
    time= MPI_Wtime();
#else
    bsp_sync();
    time= bsp_time();
#endif
```

The hybrid approach keeps one source file, and has the advantage that it allows choosing the fastest implementation available on the machine used, either BSPlib or MPI. The price to be paid is an increase in the amount of program text, but as we saw in the conversion the differences between the BSPlib programs and the MPI programs are often limited, and hence the number of extra lines of program text in a hybrid program is expected to be limited. Based on my own experience with the conversion described above, the main differences are in the I/O parts of the programs, and in communication parts that are well-isolated because of the structured approach inherent in the bulk synchronous parallel style. An additional advantage of the hybrid approach is that it encourages programming in this style also in the MPI part of programs, where the temptation of using matching send/receive pairs always lures.

The third approach is to develop programs using BSPlib, and when the need arises convert them to MPI-2. We have seen how this can be done for the programs from BSPlib. To give an idea, it took me about a week (human processing time) to convert the whole of BSPlib to MPI, including all driver programs, and to compile and test the resulting programs. After having read this appendix, a similar task should take you less time. The extra human time incurred by having to convert the final result to MPI is compensated for by the quicker development of the original program. (If, however, you have to develop many collective communications yourself in BSPlib, this represents an additional time investment compared with MPI.)

The fourth approach is to program directly in MPI-2, using collective communications where possible, and keeping the lessons learned from the BSP model in mind. This approach probably works best after having obtained some experience with BSPlib.
The strength of MPI is its wide availability and broad functionality. You can do almost anything in MPI, except cooking dinner. The weakness of MPI is its sheer size: the full standard [137,138] needs 550 pages, which is much more than the 34 pages of the BSPlib standard [105]. This often leads developers of system software to implementing only a subset of the MPI primitives, which harms portability. It also forces users to learn only a subset of the primitives, which makes it more difficult to read programs written by others, since different programmers will most likely choose a different subset. Every implemented MPI primitive is likely to be optimized independently, with a varying rate of success. This makes it impossible to develop a uniform cost model that realistically reflects the performance of every primitive. In contrast, the small size of BSPlib and the underlying cost model provide a better focus to the implementer and make theoretical cost analysis and cost predictions feasible.

A fundamental difference between MPI and BSPlib is that MPI provides more opportunities for optimization by the user, by allowing many different ways to tackle a given programming task, whereas BSPlib provides more opportunities for optimization by the system. For an experienced user, MPI may achieve better results than BSPlib, but for an inexperienced user this may be the reverse.

We have seen that MPI software can be used for programming in BSP style, even though it was not specifically designed for this purpose. Using collective communication wherever possible leads to supersteps and global synchronizations. Puts and gets are available in MPI-2 and can be used in the same way as BSPlib high-performance puts and gets. Still, in using MPI one would miss the imposed discipline provided by BSPlib. A small, paternalistic library such as BSPlib steers programming efforts in the right direction, unlike a large library such as MPI, which allows many different styles of programming and is more tolerant of deviations from the right path.

In this appendix, we have viewed MPI from a BSP perspective, which may be a fresh view for those readers who are already familiar with MPI. We can consider the BSP model as the theoretical cost model behind the one-sided communications of MPI-2. Even though the full MPI-2 standard is not yet available on all parallel machines, its extensions are useful and suitable to the BSP style, giving us another way of writing well-structured parallel programs.
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