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The purpose of the course "Statistics" is to acquaint students with the 
main categories and concepts of statistical science, with modern methods 
of processing and analyzing statistical information, with the specifics of 
the statistical study of socio-economic phenomena and processes, with 
the current system of macroeconomic indicators and models. 
Mastering statistical methods for analyzing socio-economic information 
contributes to the development of specific solutions for managing 
economic and social processes in a market environment. 
Designed for students of higher education specialties "Economics". 
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The statistics develops a special methodology for research and 
processing of materials: mass statistical observations, group 

method, averages, indices, balance method, graphic image method, 
and other methods for analyzing statistical data. 

Statistics are divided according to their content into demographic, 
economic, financial, social, sanitary, judicial, biological, technical, 

etc.; mathematical statistics studies mathematical methods of 
systematization, processing and use of statistical data for scientific 

and practical conclusions. 

PREFACE 
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                Statistics consists of three sections: 

• collection of statistical information, that is, information 
characterizing separate units of some mass aggregates; 

• statistical study of the received data, which consists in elucidation 
of those regularities that can be established on the basis of mass 
observation data; 

• development of methods of statistical observation and analysis of 
statistical data. The last section, in fact, is the content of 
mathematical statistics.  

      The term "statistics" is used in two different meanings. First, in 
everyday life under the "statistics" is often understood as a set of 
quantitative data about any phenomenon or process. Secondly, the 
statistic is called a function from the results of observations used to 
evaluate the characteristics and parameters of distributions and 
check hypotheses. 
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Basic concepts (categories) of statistics 
Statistical aggregate is a mass of elements that are homogeneous in a certain 
respect, having a single qualitative basis, but differ from each other by certain 
attributes and subject to a certain distribution law. Statistical aggregate is a 
certain set of elements combined with the conditions of existence and 
development. 

A homogeneous set - if one or more of the features being studied are common to 
all units. 

A diverse set combines phenomena of different types. 

The aggregate unit is the primary element of a statistical aggregate that is the 
bearer of the characteristics that are subject to registration and is the basis of 
accounting. 

The attribute is the property of a separate unit of the population. 

Qualitative attributes (attributes) are expressed in the form of concepts, 
definitions that characterize their essence, state or quality. For example, a variety 
of products, occupation, family status. 
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 Quantitative attributes express the individual values of qualitative 
signs in a numerical expression. 

Discrete - signs, expressed by separate integers, without 
intermediate values. 

Continuous - signs that can acquire any values in certain numbers. 

Direct - characterize the object of research directly (age of persons, 
number of present in the audience). 

Indirect - signs that do not belong directly to the investigated 
object (or aggregate), but belong to another group included in this.             
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Multivariate are primarily characterized by ranks (scale of ranks) from 
greater to smaller (eg very low, low, medium, high, very high). 

Alternative - mutually exclusive values: yes-no, positive-negative. 

Intervals are signs that characterize the outcome of processes. 

Momentum - characterize the object at a certain point in time. 

 

  Separate values of quantitative attributes are called variants. 

            The primary variants characterize the unit of the whole as a whole: 
absolute values, measured, calculated. 

            Secondary variants (derivative, estimated) are data that can not be 
verified because they are derived from certain sources. 
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Statistical indicators are numbers in combination with a set of attributes 
that characterize the circumstances to which they relate, what, where, 
when, and how they are measurable. The statistical indicator is a 
quantitative characteristic of socio-economic phenomena and processes in 
conditions of high-quality certainty. 

Statistical data is a set of indicators obtained as a result of statistical 
observation or data processing. 

Statistical regularity is a pattern in which the necessity is connected in each 
individual phenomenon with chance, and only in the aggregate of 
phenomena it manifests itself as a law. 

The system of statistical indicators - a set of statistical indicators, which 
reflect the relationships that objectively exist between phenomena. 
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The overall purpose of the statistical research of the project is to study 
causation, and in particular, to draw a conclusion on the effect of changing the 
values of predictors or independent variables into dependent variables or 
responses. There are two main types of causative statistical research: 
experimental studies and observational studies. The difference between these 
two types of research is how the research was actually conducted. Each of 
these studies can be very effective. An experimental study involves measuring 
the measurement of this system by manipulating the system, and then taking 
additional measurements using the same procedure to determine the 
manipulation of the modified measurement values. In contrast, supervisory 
research does not involve experimental manipulation. Instead, data is 
collected and correlations between predictors and responses are researched. 

Predictor - the predictive parameter; means of forecasting 
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1. ABSOLUTE AND RELATIVE INDICATORS 
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2. CONCEPT of VARIATIONS and ITS MAIN INDICATORS  
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• Statistical decisions are probabilistic, that is, there is always a possibility that the decisions 
made will be erroneous. 

• The main value of making statistical decisions is that within the probabilistic categories one 
can objectively measure the degree of risk that corresponds to one or another decision. 

• Any statistical conclusions obtained on the basis of sample processing are called statistical 
hypotheses. 

• Statistical hypotheses about the value of the parameters of the signs of the general 
population are called parametric. 

• For example, the statistical hypothesis is proposed about the numerical values of the 
general average Hg, the general dispersion DG, the general mean square deviation of 6G, 
and others. 

• Statistical hypotheses, advanced on the basis of sampling processing on the law of 
distribution of the feature of the general population, are called nonparametric. 
 For example, based on the processing of a sample, a hypothesis may be put forward that 
the sign of the general population has a normal distribution law, an exponential law, etc. 

 



25 

• Zero and alternative hypotheses 

• The hypothesis to be checked is called the main one. Since this hypothesis implies 
the absence of systematic differences (zero divergences) between an unknown 
parameter of the general population and the value obtained as a result of 
processing the sample, it is called the null hypothesis and denoted Н0. 

• The content of the null hypothesis is written as follows: 

 

                             Н0 :  Хh = а;   

                                          Н0 :   6h = 2; 

                                          Н0 :   rxy = 0,95 
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STATISTICAL CRITERION.  

 

The empirical value of the criterion 

To verify the validity of the advanced statistical hypothesis, choose 
the so-called statistical criterion, guided by which they reject or 

reject the null hypothesis. The statistical criterion, conventionally 
denoted by K, is a random variable whose law of distribution of 

probabilities is known to us in advance. 

The observed criterion value, denoted by K*, is calculated by the 
result of the sampling. 

The set of values of the statistical criterion K, in which the null 
hypothesis is not rejected, is called the domain of acceptance of the 

null hypothesis. 

The set of values of the statistical criterion K, in which the null 
hypothesis is not accepted, is called a critical area. 

3. STATISTICAL CRITERION 
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By determining the variance and the mean error of the sample mean, one can 
calculate the actual value of the I-criterion and compare it with the critical 
(tabular) values at the appropriate level of significance and the number of degrees 
of freedom of variation (for samples with the number of n> 30, the criterion of the 
normal distribution is used, and for samples with the number n <30 - and-criterion 
of Student). 
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