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Neural networks have shown to be effective in many areas. Convolutional 

neural networks solve computer vision problems, such as classification, detection 

and segmentation depending on task at human level or better. Recurrent and 

transformer-based neural networks are actively used for natural language 

understanding. More recently neural networks have shown high quality in 

generative tasks in both vision and language domains. All of it results in an 

increased usage of neural networks. Some of the applications require offline data 

processing due to privacy requirements, lack of Internet access or high server load 

which is better to be distributed among user devices to reduce server maintenance 

cost. However, user devices have significantly different processing power among 

each other. In many cases it might be preferable to exchange some accuracy for 

inference speed, especially on low-end devices. While traditional neural networks 

offer a static architecture, which cannot be changed at runtime, dynamic neural 

networks have the capability to adjust the number of operations based on system 

load or input data. 

In this work a Post-Train Adaptive (PTA) neural network is proposed as a 

simple yet effective network, that can change architecture based on user demand 

without extra training steps. The key element of the network is a PTA block, that 

serves as a drop-in replacement for 2 Inverted Residual blocks of a MobileNetV2 

[1] neural network. It has light and heavy branches (Fig. 1), that can be used either 

jointly to improve the final quality or separately to reduce system load. By 

utilizing PTA sampling strategy, branches of a block can be selected dynamically 

at runtime without extra training steps. Thus, a single trained neural network has 

several configurations available with different processing speed and quality. 

Currently the PTA neural network has been implemented for the 

classification and image segmentation tasks.  In both cases the PTA network has 

superseded the baseline MobileNetV2 neural network in terms of inference 

efficiency (computed as recognition quality to inference time ratio). The neural 

network inference time has been measured across 5 devices with different speed, 

including edge devices, smartphones, laptops and a GPU.  
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Experimental results show [2], that for the image classification task 

inference time can be dynamically adjusted from 80% to 107% relative to the 

MobileNetV2 network baseline. In the face anti-spoofing task, the lightest 

configuration of the proposed PTA neural network is not only 20% faster, but 

also slightly more accuracy. 

In the image segmentation task, the PTA blocks have been built-in the U-

Net neural network and have allowed to change inference time [3] from 94% to 

105% relative to the U-Net baseline, while also offering slightly higher Dice 

score. 

 
Figure 1 – The proposed PTA block architecture 

 

Conclusions. The PTA network can be trained once and then reconfigured 

without additional training steps. Based on the conducted experiments, it has 

shown improved efficiency for the classification and image segmentation tasks. 

Depending on the dataset, reconfiguration is done with insignificant accuracy 

reduction or even with accuracy improvement. The network has been applied to 

edge devices, smartphones, portable PCs and GPUs. Its performance can be 

adjusted to be from 20% faster to 7% slower relative to the baseline given the 

required network accuracy and inference speed. In future the network can be 

applied to other computer vision tasks. 
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Optimizing logistics is essential for supply chain management, especially 

in healthcare. It efficiently distributes medical products efficiently and ensures 

public health and quick response during crises. Technologies and algorithms, like 

genetic algorithms for two-stage location problems, improve medical logistics by 

optimizing facility distribution. This enhances decision-making, speeding up 

operations and making them more cost-effective. 

Metaheuristic algorithms are widely used in research on problems akin to 

those encountered in medical logistics. In [1], the researchers applied a genetic 

algorithm to analyze a two-stage transportation issue, focusing on a fixed route 

cost and the movement of goods. Paper [2] aims to improve spatial planning for 

public health services through location-allocation and accessibility models. The 

study seeks to determine the best sites for hospitals and healthcare facilities by 

considering population needs, accessibility, and closeness to other medical 

centers. Using Lisbon, Portugal's healthcare system as a case study, the research 

showed that applying these techniques greatly enhanced the quality and cost-

effectiveness of healthcare. Study [3] explores optimizing resource allocation for 

natural disasters featuring several secondary hazards. It introduces a two-stage 

stochastic optimization model to replicate scenarios with unpredictable timing 
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