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ABSTRACT

Purpose. The paper introduces the development of the Uranium Resources Technical and Economic Evaluation
Expert System (URTEEES) from the viewpoint of requirement analysis, system design, functional structure and
application etc.

Methods. The system is based on C/B/S mixed mode and applies ASP.NET technology with .Net Framework being
selected as the development platform as well as the uranium resources database providing data support at the bottom
layer. The paper also proves the efficiency of the system in the context of certain case studies.

Findings. Since the system can performs the functions of scenario analysis, sensitivity analysis, shareholder’s returns
analysis, horizontal comparison of different projects, it can improve the ability of project senior decision-makers for
rapid response to the rivals and meet the demand of pricing negotiations. Moreover, the system demonstrates its
efficiency in the context of case studies as the system incorporates a number of advanced methods, e.g. the Quantum
Particle Swarm Optimization (QPSO) Back Propagation (BP) QPSO-BP model which can improve the generalization
ability of BP network to predict the uranium price.

Originality. Technical and economic evaluation model can be set up by users independently according to the current
stage of a project (mainly, these are exploration stage, development stage and production stage) as well as according
to the selected mining method (e.g. underground mining, surface mining, or in-situ leaching mining). Then, the tech-
nical and economic evaluation parameters can be generated. By means of inputting the value of each parameter in a
simple and convenient way, the evaluation results can be calculated directly and shown in the form of diagrams;
moreover, feasibility evaluation report can be generated automatically, making the process of technical and economic
evaluation accurate and efficient.

Practical implications. URTEEES performs the functions of decision-making analysis, metal resources database
management, data management, comprehensive query etc. The system is a good basis for further development of
other expert systems.

Keywords: uranium resources, expert system, C/B/S mixed mode, quantum particle swarm optimization, algorithm,
QOPSO-BP model

1. INTRODUCTION

With the arrival of a new round of industrialization
upsurge in both developing and developed countries,
growth of demand for uranium resources is entering a
new stage. Population involved in the new industrialized
countries is about four times that of all previous industri-
alized countries, implying resource consumption increas-
es dramatically both in speed and in quantity. It is a must
to seize the strategic opportunity of developing and uti-
lizing uranium resources around the world to lay abun-
dant resource base for national industrialization. Objec-
tively speaking, global configuration of metal resources

is an inevitable tend. Presently, many issues, for exam-
ple, resources exploration, mining, merge of mining
companies, uranium trades, mining financing, etc., gen-
erally show the feature of globalization. For the reality
that competition for uranium resources is becoming
fiercer, industry standards of mineral resources will un-
doubtedly be improved. Occupying large scale mineral
resources with high grade and developing them with low
cost is the base for the survival of mining companies and
uranium resources merchants. With the growing demand
of global investment in mineral resources exploration,
which is at the upstream of the industry chain, geological
exploration industry is promising. Globally building
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market relationships for mineral resources exploration
companies is key to their sustainable development. De-
veloping large and super-large deposit with low cost is
also an important approach to enhancing core compe-
tence of a country or an enterprise. Mining companies
around the world are rushing to purchase mineral re-
sources globally. However, in different countries, eco-
nomic, financial and tax systems for mineral resources
vary greatly, and mining and processing techniques,
technical parameters and equipment selection also
change a lot. Thus, pro-phase research work is necessary
for feasibility evaluation of mineral resources projects
and it can be time wasting if taken in the traditional way.
It is necessary to accelerate the process considering the
complex and rapidly changing international situation.

Expert system is a useful tool for applying domain
expert’s knowledge and experience to help solve prob-
lems efficiently in the domain and has been widely used
in almost all areas especially in business and manufactur-
ing industry (Gong, John, & Gong, 2014). Expert system
can act as either substitute or assistance of human experts
with its abilities of interpretation, predication, diagnosis,
design, planning, monitoring, control, debugging, in-
struction, repair, decision making, consultation and so
on. Researchers from different domains have made ef-
forts on developing expert systems (Ertl & Christ, 2007;
Igbal, He, Li, & Dar, 2007; Polat & Giines, 2007; Ebers-
bach & Peng, 2008; Wen, 2008; Koutsantonis & Pa-
nayiotopoulos, 2009; Zarandi & Ahmadpour, 2009;
Dymova, Sevastianov, & Bartosiewicz, 2010; Wen,
2010; Castellanos, Albiter, Hernandez, & Barrera, 2011;
Ruiz-Mezcua, Garcia-Crespo, Lopez-Cuadrado, & Gon-
zalez-Carrasco, 2011; gubelj, Furlan, & Bajec, 2011;
Piltan, Mehmanchi, & Ghaderi, 2012; Wan, Lei, & Chou,
2012; Kim, Roh, & Ha, 2015; Marlow, Gould, & Lane,
2015). Applications of expert system show its efficiency
and much more work should be done for its further devel-
opment and application. To meet the demand of efficient-
ly and accurately achieving investment feasibility evalua-
tion of uranium resources projects, URTEEES is devel-
oped. This paper aims to introduce the development pro-
cess of the expert system in the aspects of requirements
analysis, design of the expert system, main functions of
the expert system and features of the expert system.

2. REQUIREMENT ANALYSIS

2.1. Standardization of financial valuation model

There exists much difference in the links of cost oc-
curring with regard to different mining and processing
methods. Thus, many financial valuation models, name-
ly for example, investment estimation models and cost
models, should be established respectively for different
projects to achieve standardization of the valuation
process. The models should meet the demand of accu-
rate financial valuation for different type of projects
that are classified according to at which stage a project
is, mainly including exploration stage, development
stage and production stage, and according to the mining
methods, for example underground mining, surface
mining and in-situ leaching mining.
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2.2. Multiple technical and economic
evaluation methods for uranium mine

Uranium resources technical and economic evalua-
tion methods should be selected and organized systemat-
ically. The methods should meet the demand of achiev-
ing appropriate technical and economic evaluation for
different type of projects by considering the evaluation
purposes and characteristics of the evaluation parameters.

2.3. Database for uranium resources evaluation

The database should include the basic two parts. One
is the existing data about uranium resources evaluation
for obtaining the related evaluation parameters that can
be used for setting up evaluation models and providing
the basis for comparison when a new project is to be
evaluated. The other is the supporting information, such
as laws and regulations, cultural information, which is
actually the accumulation of project data and experience.

3. SYSTEM DESIGN

3.1. System deployment

System deployment is mainly composed of the client
side and the server side. Logical architecture of the sys-
tem is shown in Figure 1.

Client

Database

Application Service

Service Data Presentation . X
Layer Business Logic Layer

Browser HTTP Service Data Analytic Logic for
Core Data

.NET Application Server

Figure 1. Logical architecture of URTEEES

At the server side, data related to uranium resources
projects and other auxiliary information are stored with
Data Base Management System (DBMS). At the client
side, users can access to the server by using the browser.

3.2. System overall structure

The system adopts both B/S mode and C/S mode for
data access, thus is based on C/B/S mixed mode. B/S
mode is mainly used for comprehensive query of infor-
mation and C/S mode for processing table data and out-
putting report forms. ASP.NET technology is also used
by the system and specific functional modules are devel-
oped on the .Net Framework platform. Uranium
resources database provides data support for the system
at the bottom layer. The technologies guarantee univer-
sality, flexibility and maintainability of the system.

3.3. System functional structure

URTEEES is an auxiliary system for enterprise ma-
nagement by assisting decision analysis and supporting
project management. A project model can be set up by
the importing function of the system or by using the
default models in the system. Then technical and eco-
nomic evaluation of the model can be carried out by
determining the related evaluation parameters and choos-
ing proper evaluation methods.
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Data related to uranium resources can be stored in the
database. Users can be assigned different access permis-
sions to the database for performing operations like que-
ry and download. The system mainly has the functions of

decision-making analysis, uranium resources database
management, data management and comprehensive que-
ry as shown in Figure 2.
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Figure 2. Functional structure of MRTEEES

For the module project model setting, the following
items are set.

1. Definition and interpretation of basic evaluation
parameters fine items and annual parameters.

2. Rules for judging data abnormal.

3. Logical relationships for incidence query based on
key words of parameters or other items.

For the module project evaluation management, eval-
uation methods are gathered for selection in decision
making analysis. The methods include relative valuation
method, price-earnings ratio (PE) method and Discount-
ed Cash Flow (DCF) method among other methods.

4. INTRODUCTION TO MAIN FUNCTIONS

4.1. Metal resources database management

Accuracy of the decision-making analysis results re-
lies on truthfulness and timely updating of the technical
parameters, economic parameters and cost parameters.
Uranium resources database is to provide data support for
URTEEES. It includes four databases namely enterprise
and case database, technical database, economic database
and cost database. Again, taking uranium resources data-
base for example, and Table 1 lists the main sub-
databases of the four databases. Data in the sub-databases
are stored in the form of tables. A user can perform opera-
tions like adding data, modifying data or deleting data for
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data in each cell within the user’ permission scope. Such
data as price of metals, interest rate and exchange rate
change frequently and need to be updated timely.

4.2. Data management

Data management mainly includes project data man-
agement and supporting data management. Project data
management is related to a project’s due diligence, pro-
ject approval application, feasibility report, feasibility
study report, feasibility study report, preliminary design
report. Supporting data management is about correspond-
ing laws and regulations, research report, social and
cultural information, etc.

4.3. Project comprehensive query

Project comprehensive query means searching for the
information of parameters or indexes of different project
model. The system allows comprehensive query for
abundant contents, for example, basic parameters of
project, hydrometallurgy cost details of exploration pro-
ject, comprehensive estimation of geological exploration,
investment estimation of mine construction, cost estima-
tion of other engineering construction, cost estimation,
wage estimation and main indexes of project. There are
two methods of querying. One is classification query by
selecting the corresponding items under each category.
The other is filtering query by using key words directly.
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Table 1. Uranium resources database and sub-database

Enterprise Technical database Economic database Cost database
and case database
Country Hydrometallurgical Database of raw and auxiliary

mill database
Uranium-ore
deposit database

or district data

Enterprise database

Trade case database

Uranium price database
Exchange rate database
Interest rate database

Tax profile of each country

Database of country
related to tax agreement

Tax database of key country

materials for mining
Database of raw and auxiliary
materials for hydrometallurgy
Database of equipment for
underground mining
Database of equipment
for surface mining
Database of equipment
for hydrometallurgy
Database of general drawing

for transportation equipment
Economic database of each
country from World Bank
Database of macro
situation of Canada
Database of macro
situation of China

4.4. System management

System management includes the following issues:

1. Defining modules and classes of the system.

2. Recording logs of logging and operation.

3. Personalized setting for interface
shortcut menu.

4. User management.

For user management, firstly user roles are defined,
and corresponding role permissions are set. Then, a user
role is directly assigned to a user and the user can per-form
operations on the system within the role’s permis-sions.
Both user role setting and user role assignment setting are
self-defined, making the user role levels unlimited.

skin and

4.5. Decision making analysis

Decision making analysis should be conducted based
on a complete project model i.e. a series of interrelated

computation sheets. To improve the modeling efficiency,
URTEEES can be used for achieving standardization of
the modeling process.

A project model can be easily set up by controlling
the parameter inputting interface as well as with the data
positioning setting within the related computation sheets.
The input parameters should be tested before they are
used for calculation so as to guarantee accuracy of the
input data, which can be achieved through the function
module of abnormal data analysis. The function module
of incidence query allows knowing about the value and
other information of a parameter according to its initial
setting in the default models or other project models. The
basic process for project model evaluation is shown in
Figure 3. It should be noted that incidence query can
associate with not only uranium resources database but
also other databases in the system.

inputting interface control

‘ data positioning

control positioning
- - - . - decision
project model inputting data abnormal “Ofmﬂ} automatic '»l  makin
establishement parameter analysis computation g
analysis
abnormal

technical data ‘

T

‘ » incidence query 4

economic data

T—{ Uranium resources database

Figure 3. Basic process for project model evaluation

A variety of charts can be generated for a set of data.
Taking uranium project for example. Figure 4 and 5 are
respectively stacked chart and line chart for the results of
sensitivity analysis with DCF method and can be used for
analyzing the influence of different sensitivity factors on
shareholder’s Internal Rate of Return (IRR). In Figure 4,
the horizontal axis represents the accumulated effect of
each factor with each change rate and the vertical axis
lists each factor. Length of the stacked strip represents
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sensitivity of each factor for its influence on sharehold-
er’s IRR. In Figure 5, the horizontal axis represents the
change scale of each factor and the vertical axis repre-
sents the change rate of shareholder’s IRR under the
influence of each factor. Slope of each line represents the
impact weight of the corresponding factor. According to
the charts, sensitivity declines as the following sequence:
uranium price, uranium (332) resources quantity, infra-
structure investment, unit mining cost and soda price.
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Figure 4. Sensitivity analysis results shown in stacked chart
for uranium project with DCF method
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Figure 5. Sensitivity analysis results shown in line chart for
uranium project with DCF method

Figure 6 is a bubble chart that shows Net Present

Value (NPV), shareholder’s IRR and total output of dif-
ferent uranium resources projects.
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Figure 6. Project evaluation results shown in bubble chart for
horizontal comparison
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There are five projects namely Pro.1, Pro.2, Pro.3,
Pro.4, Pro.5 respectively. The horizontal axis represents
NPV in the unit of one hundred million, the vertical axis
represents shareholder’s IRR, the size of each bubble
represents the total output of the corresponding project
which is written on each bubble in number. The chart is
for horizontal comparison of different projects. The most
suitable project is determined according to whether it can
best satisfy the present situation of a company. For exam-
ple, though Pro.4 has the least IRR, it has the biggest total
output. Considering the fact that uranium is scarce and
price fluctuation of the metal is obvious, Pro.4 is the most
suitable one for a company whose profit situation is good.

In addition, a very advanced uranium price prediction
algorithm is applied in this system, which will be pre-
sented in details in chapter 5.

5. URANIUM PRICE PREDICTION

5.1. Uranium Price Prediction Model
Based on QPSO-BP

The uranium price prediction model is based on
QPSO-BP. This model uses the Quantum Particle Swarm
Optimization (QPSO) to optimize the initial value of
weights (W) and threshold (V) of BP network. The posi-
tion vector of the particle individual searched in global
space is encoded as the best optimized value of weights
and threshold and used in the 5-11-1 streamlined struc-
ture to predict the price of UszOs. The basic algorithm
flow is as follows:

1. Set the input vector and the expected output vec-
tor. This step includes two parts. First is data processing
(as shown in Table 2). The sample is reconstructed by
rolling method, i.e. the previous N values are used to
predict the following M values. Second is original data
sequence x (f) is normalization (as shown in Formu-
la 1). min (#) and max (¢) are respectively the minimum
and maximum values.

Table 2. Method of data processing

N inputs M outputs
X1, Xo,..., XN XN+1, XN+2y0 0y XN+ M
X2, Xa,..., Xv+1 Xn+2, XN+3,.00, XN+ M+1

Xk, Xk+1,..., Xn+K XN+K, XN+K+ 1,00 XN+ M+K-1

X(t): X(t)—mln(t) . (1)
max (¢)—min (¢)

2. Determine the nodes number of input layer, hidden
layer and output layer of BP network.

3. The particle swarm initialization. Set the number
of particles(M), the length (L) of the particle vector
(X), the fitness value of the target (fitness), maximum
iteration (maxiter) and the particle velocity vector
dimension (D).

4. The fitness function determination; fitness is cal-
culated by Formula2 to evaluate the search perfor-
mance of model:

fitness =%Zf;1 X "di,j _tllf”2 ‘ @
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Let g represent the maximum training error of the
network. The learning process ends when fitness < g or
the process meets the maximum number of iterations.
Otherwise, N=N+ 1, return to step 4) to continue the
iteration where the values of the connection weight and
the threshold value are used as the initial value for net-
work training, and the new input sample is predicted with
the current trained network.

5.2. The practical application

In the environment of MATLAB R2010a, the training
and prediction process was designed to improve the effi-
ciency of prediction. The data is from the price data of
uranium (U3Og) provided by the Millennium (Millenni-
um) project of A uranium industry development co. LTD
from May 2004 to May 2011, as shown in Table 3.

Table 3. Model training sample set

Time Price, $/1b Time Price, $/1b Time Price, $/1b Time Price, $/1b
2004-1-26 — 2006-1-30 37.00 2008-1-28 95.00 2010-1-25 62.00
2004-2-23 — 2006-2-27 40.00 2008-2-25 95.00 2010-2-22 60.00
2004-3-29 — 2006-3-27 42.00 2008-3-31 95.00 2010-3-29 58.00
2004-4-26 — 2006-4-24 43.50 2008-4-28 90.00 2010-4-26 58.00
2004-5-31 18.00 2006-5-29 46.50 2008-5-26 90.00 2010-5-31 58.00
2004-6-28 19.00 2006-6-26 46.50 2008-6-30 80.00 2010-6-28 58.00
2004-7-26 19.00 2006-7-31 47.50 2008-7-28 80.00 2010-7-26 60.00
2004-8-30 23.00 2006-8-28 51.00 2008-8-25 80.00 2010-8-30 60.00
2004-9-27 23.00 2006-9-25 54.00 2008-9-29 75.00 2010-9-27 60.00

2004-10-25 23.50 2006-10-30 58.00 2008-10-31 70.00 2010-10-25 62.00
2004-11-29 25.00 2006-11-27 58.00 2008-11-24 70.00 2010-11-29 65.00

2004-12-27 25.00 2006-12-25 75.00 2008-12-29 70.00 2010-12-27 65.00
2005-1-31 26.00 2007-1-29 75.00 2009-1-26 70.00 2011-1-31 73.00
2005-2-28 27.00 2007-2-26 85.00 2009-2-23 70.00 2011-2-28 73.00
2005-3-28 27.00 2007-3-26 85.00 2009-3-30 70.00 2011-3-28 72.00
2005-4-25 28.00 2007-4-30 85.00 2009-4-27 65.00 2011-4-25 70.00
2005-5-30 30.00 2007-5-28 95.00 2009-5-25 65.00 2011-5-30 68.00
2005-6-27 30.00 2007-6-25 95.00 2009-6-29 65.00

2005-7-25 31.00 2007-7-30 95.00 2009-7-27 65.00

2005-8-29 32.00 2007-8-27 95.00 2009-8-31 64.00

2005-9-26 33.00 2007-9-24 95.00 2009-9-28 64.00

2005-10-31 34.00 2007-10-29 95.00 2009-10-26 64.00

2005-11-28 34.50 2007-11-26 95.00 2009-11-30 62.00

2005-12-26 36.25 2007-12-31 95.00 2009-12-28 62.00

The data of the sample set in Table 2 is divided
according to Table 1. N=5, K=75, M=1, divided into 80
data segments with length 6, according to formulal to
normalize the data. The number of network input nodes is 5.
According to the number of implicit layers: N;=2N+ 1.
Select the hidden layer node number 11 and the output
node is the predicted value of uranium price. Therefore,
the network structure is 5-11-1.

In the process of training and testing the network, the
more groups of training samples can improve the predic-
tion accuracy of the network. The first 75 sets of data
were used as samples of training, and the last five sets of
data were tested as samples. Input the sample to the net-
work for training.

There are 1560 parameters to be optimized by the neu-
ral network 5-11-1 structure:

Xi =[X1,1a Xl,zr-»Xi,./J?
i=1,2,..,20; j=1,2,..78.

€)

T
W =Wy W3, Wy Ws, W W7 Wy o . Wig. 1 |- (4)

Vij =[V1,1’ Vl,z,...,Vi,‘,-];
i=1,2,..,20; j=1,2,..78.

©)

The number of particles is 20, the length L of the par-
ticle vector X is 66, and the velocity vector dimension of
the particle is 78. The maximum iteration step is 1000.

The parameter optimization process is shown in
Figure 7.

error 1

0.09 =

0.08 B

0.07 | —

0.06 | B
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002 ~

oo ~

. L L . T : T 1 T
u] 100 200 300 400 s00 BO0 700 =in) s00 1000
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Figure 7. Best fitness optimization curse

The optimized position vector of the particle, the
threshold and the network weight of the vector decoded
by the vector are as follows:
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[0.8147 0.6557 0.4387 0.1749 0.706 0]
0.9058 0.0357 03816 0.1386 0.6451
0.1270 0.8491 0.7655 0.5989 0.5523
09134 09340 0.79512 0.9011 0.2181
0.6324 0.6787 0.1869 09394 07724
0.0975 0.7577 0.4898 0.2212 0.2280
0.2785 07431 04456 0.4827 03709
0.5469 0.3922 0.6463 0.3760 0.8909
09575 0.6555 07094 0.5238 0.8564
X= 09649 01712 0.7547 0.2649 04024
0.1576 0.7060 0.2760 0.0684 0.3180
09706 0.0318 0.6797 0.4363 0.6086
0.9572 02769 0.6551 0.1739 09102
04854 0.0462 01626 0.0261 0.9091
0.8033 0.0971 0.1190 0.9547 05916
0.1419 0.8235 04984 0.4306 0.3326
0.4218 0.6948 09597 0.9616 0.8531
09157 03171 03404 0.7264 04424
0.7922 09502 0.5853 0.0073 09044
10.9559 0.0344 0.2238 0.6800 0.032 2]

W =[0.7829 0.1079 0.5013 0.8352 0.2815 0.5038 0.4035 0.3037 0.5039 0.9437 0.4067

5.3. Prediction result

The BP neural network is replaced with QPSO opti-
mized network parameter as the initial value of the pa-
rameter. After satisfying the training accuracy or the
maximum training number, make the prediction. The
predicted values and actual values are shown in Figure 8.

74
73

72

Price/($/1b)
o o = =
® © o -

N
2

1 2 3 4 5

—— Actual value  —# QPOS predicted valie

Figure 8. QPSO-BP model prediction results

Mean absolute percentage error (MAPE) is used to
measure the accuracy of the prediction. The MAPE of

the QPSO-BP model is 0.151% (Gyapg =0.151%).

The maximum accuracy is 0.26%.

The uranium price is a complex nonlinear system
affected by many factors. Based on the BP network, the
improved QPSO algorithm is used to optimize and effec-
tively predict the price of uranium.

6. SYSTEM FEATURES

MRTEEES is designed for business operations of
mine enterprises. It is an auxiliary management system
for technical and economic evaluation for it can provide
decision making analysis and support project manage-
ment. It mainly aims to provide the standardized mode-
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[0.8147 0.1622 0.6443 0.3747 09522
0.6557 01067 03111 0.4369 05433
0.4387 0.8530 0.0855 0.3043 0.2514
0.7531 07803 0.0377 0.2909 0.578¢6
0.3517 0.5470 0.0305 0.2425 09155
0.3219 0.5431 0.5323 0.9367 08956
04039 04390 02794 0.8602 04825
0.5486 0.2874 09462 0.3972 04427
0.0487 05017 09064 0.4794 03118
V= 0.5527 07615 0.3927 0.5650 0.0553
0.2748 0.7624 0.0249 0.4896 0.7538
0.2415 0.5761 0.6417 0.2698 0.1319
0.2431 0.7447 0.8372 0.9897 0.3559
0.1542 0.6455 09715 0.1837 0.3959
09564 0.1232 0.0569 0.8617 08855
09357 05044 04503 0.0326 0.0212
0.8187 03473 0.5825 0.3320 0.8441
0.7283 0.0921 0.6866 0.7487 0.2881
0.1758 0.1478 0.7194 0.6444 0.2503
10.3604 0.1982 0.6500 0.1692 0.4844]

I".

ling and evaluation process for enterprises characterized
by having multiple mine categories, multistage projects,
multiple mining methods and evaluation methods. It can
perform project technical and economic evaluation and
feasibility evaluation, including investment estimates,
financial analysis, economic cost-benefit analysis, risk
analysis and so on.

The project modeling process is made standardized.
A model is set up by controlling the parameters inputting
interface and setting the data positioning. The system can
achieve automatic calculation, which saves the cumber-
some work for constructing forms when establishing a
new model.

Through uranium resources database management, a
large number data can be collected and updated timely. As
a result, the parameters are increasingly completed, which
guarantees accuracy of the evaluation and analysis results.
Enterprise and case data management, project data ma-
nagement and auxiliary data management make possible
coding, accumulating and sharing of existing information.

The system is established based on C/B/S mixed mode
and uses ASP.NET technology. The system makes full
use of the Intranet and also the Internet and the business
office area is expanded. By using Web Office, the system
is fully compatible with spreadsheet and other kinds of
document formats. It can automatically generate feasibi-
lity evaluation report, which largely reduces the compli-
cated paperwork and thus improves work efficiency.

7. CONCLUSIONS

URTEEES achieves the functions of decision making
analysis, uranium resources database management, data
management, comprehensive query and so on. The stan-
dardized evaluation process helps horizontal comparison
of all kinds of metal resources projects. Owning to com-
pleteness of the database, especially technical database,
economic database and cost database, the feasibility eva-
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luation results is more accurate and the investment risk
can be largely reduced. By expanding the database, this
expert system can also be used by other businesses for
technical and economic evaluation. The system can also
provide important support for group investment activities.

Accuracy of the raw data is the basis for project in-
vestment evaluation. Thus, uranium resources database
should be updated and perfected timely and regularly.
Accuracy of the investment feasibility evaluation results
depends more on completeness and accuracy of the basic
data which are accumulated by storing the evaluation
results of the existing projects through software interface.
Thus, it’s necessary to complete the basic data by making
more evaluations with the software and accumulating
relevant project data and experience.
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CHUCTEMA OIIIHIOBAHHS PO3BIYBAJIbHUX I 'TPHUYUX POBIT,

MMPOTHO3YBAHHSI IIH 3ATIACIB YPAHY
4. Yen, €. XKao, K. Comnr, XK. Xoy, III. Sar

Merta. Po3poOka eKCcIiepTHO-aHATII THIHOI CHCTEMHU TEXHIKO-€KOHOMIYHOTO OILIHIOBAHHS 3aI1aciB ypaHy 3 TOUKH 30py
aHaJi3y BUMOT, CHCTEMH IPOCKTYBaHHS, (YHKIIOHATHHOI CTPYKTYPH 1 HAIIPSIMiB 3aCTOCYBaHHS.

Mertoauka. [IpoekTHa cricTeMa TMOBHHHA BKIIOYATH [1BA OCHOBHI Onoku. Ilepmmii — icHyrodi HaHi OIOAO OIIHKH
pecypciB ypaHy IJIsl OTPMMAHHS BiAIIOBIAHMX IapaMeTpiB, sIKI MOXKYTh OyTH BHKOPHCTaHI AJIsI CTBOPEHHS MOAENeH
OLIIHKH 1 3a0e3MeueHHs] OCHOBH ISl TX MOPIBHSHHS MPH OLHIII HOBOTO mpoekty. [pyruii — nonomixna iHdopmariis,
Taka sIK 3aKOHH 1 MpaBuIiIa, KyJIbTypHa iH(pOpMAILlis, SKa HACIPaB/i € HAKOIIMYCHHSIM JJAHUX NPOEKTY i JocBiay. [Ipomo-
HOBaHa CHMCTeMa 3aCHOBaHa Ha BUKOPHCTaHHI KoMOiHOBaHOTO pexxumy C/B/S; npu 1iboMy cucrema BUKOPUCTOBYE TeX-
Houorito ASP.NET c Net Framework, o0pany B sikocti mardopmu po3poOku, a Takox 0a3y JaHWX I10 3aracax ypasy,
o 3abe3neuye iHpopMauiiHy MATPUMKY Ha HIDKHBOMY PiBHI.
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PesyabraTu. Po3podiena HoBa cuctema URTEEES Bukonye ¢GyHKIIT IMOBIpHICHOTO aHasi3y, aHali3y 4yTJIHBOCTI,
aHayi3y MpUOYTKOBOCTI AJIsl aKIiOHEPiB, a TAaKOX I'OPH30HTAIbHE MOPIBHSHHS PI3HMX HPOEKTIB, OTKE, MOXE IOJIiI-
HIMTH Pe3yJIbTaTUBHICTh NMPUUAHSATTS PIICHb KEPIBHUKAMM IPOEKTY Ul LIBHIKOIO pearyBaHHS Ha il KOHKYpEHTIB,
KpIM TOTO, JaHA CHCTEMa Bi/INOBIZIa€ BUMOTaM IPOLIECY LIHOYTBOpeHHs. Peastizalisi NPOEKTHOT CUCTEMH ITOKa3ye BHCO-
Ky e(eKTHBHICTh, OCKIJIBKH BKIJIIOYAE B ceOe Oe31id MEeTO/IB 3 TOJIINIIEHNMH XapaKTepHCTHKaMu, HallpruKiaz, MOJAEIb
QPSO-BP, ska ynockoHamia y3araibHIO4i MOXIMBOCTI HeHpoHHOT Mepexxi BP 3 Metoro ontumisanii Ta eexTHBHO-
T'O IPOrHO3YBaHHS LIHKU Ha ypaH.

HaykoBa HoBu3Ha. B cuctemMi po3po0ieHa MOAETh TEXHIKO-€KOHOMIYHOTO OIIiIHIOBAHHS B 3aJIGKHOCTI BiJf CTamil-
HOCTI peaizamii MpoekTy (B OCHOBHOMY, II€ CTaJisl T€0JIOTOPO3BiIyBaIbHUX POOIT, CTadis PO3POOKH POIOBHINA 1 CTaTis
TIPOMUCIIOBOTO BHIOOYTKY), 8 TAKOXK CIIOCOOY BEACHHS TipHUYNX POOIT (HAIPHUKIIAM, MiA3eMHI TipHUYi POOOTH, BiIKpH-
Ti TipHU4i pob6oTH abo x poOOTH, OB’ sA3aHi 3 MiA3EMHUM BIIYTOBYBAHHSAM), a pe3yJIbTaTH OILIHIOBaHHSI MOXHa 0e3ro-
CepeaHbO MiApaxyBaTy i MPEACTAaBUTH HAOYHO Yy BUTIIAAL Aiarpam. KpiM Toro, mpencTaBiseThCsl MOXKIMBUAM aBTOMAaTH-
9HO cPpOpMyBaTH TEXHIKO-EKOHOMIUHE OOTPYHTYBaHHS, IO JO3BOJIIE 3POOHUTH MPOIEC TEXHIKO-eKOHOMIYHOTO OIIiHIO-
BaHHS TOYHHUM 1 €(DEKTHBHUM.

MpakTnyna 3naynmicts. Cucrema URTEEES no3Bossie BukoHyBaTH (GYHKLIT aHaizy Mpouecy HPUHHATTS pi-
LIIeHb, YIPaBJIiHHSA 023010 JAHUX 3alaciB METaJIiB, YIPaBIiHHS JaHUMH, YHIBEpPCaIbHOI NONIYKOBOI CHCTEMH B TipHUYO-
JOOYBHIN TIPOMHUCIIOBOCTI.

Knrouosi cnosa: 3anacu ypawy, excnepmuo-aumanimuyua cucmema, xomoinosanuti pescum C/B/S, onmumizayis
32YCMKY K8AHMOBUX YACMUHOK, aneopumm, moders QPSO-BP

CUCTEMA OIIEHUBAHUS PABBEJOYHBIX U I'OPHBIX PABOT,
IMPOTHO3UPOBAHME LIEH 3AITACOB YPAHA

4. Yen, E. XKao, K. Conr, XK. Koy, I1I. dar

Hean. PazpaboTka 3KCIIEPTHO-aHATMTHYECKON CHCTEMBI TEXHUKO-?KOHOMHYECKOTO OICHHUBAHUS 3allacoB ypaHa C
TOYKH 3PEHUS aHAN3a TPeOOBAHMUA, CHCTEMBI IIPOSKTHPOBAHNUS, (PYHKIIMOHAIBHON CTPYKTYPBHI M IPHMEHEHUS.

Mertoauka. [IpoexTHas cucreMa JOJDKHA BKIIOYATH JBa OCHOBHBIX Oyloka. IIepBEIif — cymiecTByIOIMe AaHHBIE 00
OLIEHKE PECYpCOB ypaHa Ul MOJIYYEHHs] COOTBETCTBYIOIIMX IapaMETPOB, KOTOPBIE MOTYT OBITH HCIIOIB30BaHbI IS
CO3JaHUSI MOJIETIEN OIIEHKU M 00ECIeYEeHUs] OCHOBBI ATl UX CPABHEHMUS IIPU OLIEHKE HOBOTO HpoekTa. Bropoit — Bcno-
MoraTeibHas HHGOpMAaLus, Takas Kak 3aKOHbI U IIPpaBHJIa, KyJIbTypHas HHPOPMALHs, KOTOpas Ha CaMOM JIeJie SIBIISETCS
HaKOIIJICHUEM OAaHHBIX IMPOCKTa W OIIbITA. HpeﬂnaraeMaﬂ CUCTEMa OCHOBAHa Ha HMCIIOJIb30BaHHUU KOM6I/lHl/IpOBaHHOFO
pexxuma C/B/S; npu stom cucrema ucnoib3yer texHonoruto ASP.NET ¢ Net Framework, BriOpaHHYIO B KauecTBe
iatgopmbl pa3paboTKy, a Takxke 0a3y JAaHHBIX M0 3aracaM ypaHa, 4To obecneurBaeT HHQOPMALMOHHYIO MOJEPKKY
Ha HIDKHEM YPOBHE.

PesyabTaTtel. PazpaboranHas cucreMa BBINONHSAET (YHKIMH BEPOSITHOCTHOTO aHAJHM3a, aHajlh3a 4yBCTBUTEIb-
HOCTH, aHaJHM3a JIOXOJHOCTHU JIJIsl aKIMOHEPOB, a TAK)KEe TOPU30HTAIFHOE CPAaBHEHHUE Pa3IMYHBIX MPOEKTOB, CIIEI0-
BATEJIHHO, MOXKET YJIYUIINTh PE3yJIbTATUBHOCTD HPUHATHS PEIICHUH PYKOBOAMTEISIMH IIPOEKTA AJS OBICTPOTO pea-
TUPOBAaHMS HA JEHCTBHS KOHKYPEHTOB; KPOME TOTO, JaHHAs CHCTEMa COOTBETCTBYET TPeOOBaHMSIM IpoLecca EeHO-
oOpa3oBaHus. Peannsanus MpOEKTHON CHCTEMBI MOKa3bIBAET BBICOKYIO 3(P(PEKTHBHOCTH, MOCKOIBKY BKJIIOYACT B
ce0s1 MHOXKECTBO METOJIOB C YIYYIICHHBIMH XapaKTepucTUKamu, Hampumep, moaens QPSO-BP, xoropas ycosep-
LICHCTBOBaJIa 0000IIAa0IIMe BO3MOKHOCTH HEHpOoHHOH cetn BP ¢ nenplo ontumuzanuu u 3QpPpeKTUBHOTO MPOTHO-
3UPOBAHUS LIEHBI HA ypaH.

Hayunasi HoBu3Ha. B cucreme paspaboraHa MoJielb TEXHHMKO-KOHOMHUYECKOI'O OLIEHMBAaHHs B 3aBHCUMOCTU OT
CTaMHHOCTU peaM3alliy NMPOeKTa (B OCHOBHOM, TO CTaJIHsl Ie€0J0ropa3BelOYHbIX padoT, cTajus pa3pabOTKU MeCTO-
POXIICHHS U CTaAMsl MPOMBIIICHHON J0OBIYM), a TaKXkKe Coco0a BEJCHUs TOPHBIX paboT (HarpuMmep, MoA3eMHBIE Top-
HBIE Pa0OTHI, OTKPHITHIE TOPHBIC PA0OTHI MIIH )K€ PadOTHI, CBSI3aHHBIE C OA3EMHBIM BBIIIEIAYNBAHUEM), & PE3YJILTATHI
OLICHMBAHMS MOXXHO HEIIOCPEACTBEHHO IOJICUUTATh M INPEJCTaBUTh HAIJIAAHO B BHJE auarpamm. Kpome toro, mpea-
CTaBJISIETCSI BO3MOXKHBIM aBTOMAaTHUYECKH C(OPMHUPOBATH TEXHHUKO-3KOHOMHUYECKOE OOOCHOBAHHUE, UTO IMO3BOJISET CHE-
JaTh MPOIECC TEXHUKO-3KOHOMUYIECKOTO OLICHUBAHUS TOYHBIM U 3((EKTHBHBIM.

MpakTuyeckas 3HaunMocth. Cuctema URTEEES mo3BonsieT BHIIONHATH QYHKIIMH aHAIIN3a MpOIecca MPHHSATUSL
pemeHuil, ynpasiaeHus 6a30i JaHHBIX 3a11aCOB METAJUIOB, yIIPABICHHUS JAHHBIMH, YHUBEPCATbHON MOMCKOBON CHCTEMBI
B TOPHOAOOBIBAIOIIEH MPOMBIIIICHHOCTH.

Knrouegwie cnoga: 3anacwr ypana, sxcnepmno-ananumudeckas cucmema, komounuposannviii pexcum C/B/S, onmu-
MUAYUS C2YCMKA K8AHMOBIX yacmuy, aneopumm, mooers QPSO-BP
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