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PREFACE

Probabllity theory arose from the practical needs of the need to predict
random events. We will call an event or coincidence a phenomenon that
may or may not occur. And although this theory originates from the need to
predict the results of gambling (the word "gambling”, from the French"le
hasard" means "case"), its further development has led to significant
achievements in the theory of measurement, queuing, reliabllity, etc.

For economists, probabillity theory is one of the basic fundamental
disciplines because financial activity in a society with a free economy is
completely subject to the laws of chance, uncertainty.

Already in the XVII century, the theory of probabilities was used in the
activities of insurance companies, and today it is used to calculate risky
financial transactions, planning of banking activities, macroeconomic
planning. The tasks of the economic direction can also include
demographic, agricultural, production calculations.
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1 PROBABILITIES

a a=p-b pzloo%%

The boundary
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Dependent
Independent



Impossible and reliable events
OSP(A)S 1

RULES FOR COMPILATION OF LIABILITY
events A;; A,...... A,
their probabilities P(A,); P(A,) ;... P(A,)

P(A, a60 A, .... a60A,) =

Nn
=P(A)+P(A,)+...+P(A,) = Z p ( A )
1=1

only for incompatible events.



A complete system of events
P(A)+P(Aj)+...+P(A;) =1
A complete system of events forms only
iIncompatible events.

CONCEPT OF CONDITIONS OF
CONDITIONS

Pg(A) — the probability of the occurrence of
event A, provided that event B occurred.



Probability multiplication rule

or conditional events
P(AiB)=P(B) Pg(A) =P(A) PA(B)

for independent events

P(A i B)==P(A)P(B)
p(Ai A,i..iA,)=PA)P(A,)...P(A) =

] f[p(A)



Probability of occurrence of at least one of the
Independent events

p(A;or A,or...orA,)=
=1-] [[1-p(A)]
i=1

When the probabilities are the same for all
events

p(A;or A,or...orA,)=

=1-(1-p)



Generalization of the rules of
compilation and multiplication of
probabilities
P(A or B)=P(A) + P(B) - P(A i B).

If events A and B are incompatible,

then P(A and B)=0.

If events A and B are mutually
independent, then P(A and B) =
P(A)P(B).

Because 0 £ P(A and B), then
P(A or B) = P(A) + P(B)



Formulas of combinatorics

* Permutations A", =n(n-1)(n-2)...(n—-m+1) =
_nl
_(n—m)!

 Placing P,=m!

A’ _ n(n-H(n-2)...(n—-m+1) _

P m!

m

« Combination C" "

~ m!(n—m)!




Let, in a urn a white and b black
balls; from the urn of catch-up take
out k bullets. Find the probability
that among them they will be |
white, and, therefore, k-l black
(/ < a, k- | <b).

C Ckl
Cb

a—+

P(A4) =




dopmyna NnoBHOI MMOBIPHOCTI

Events A Ay A,
Their probabillities P(A,)); P(A,) ;... P(A,)
Probability of the result K

Pa1(K) ;Ppy(K) ; ... ; Pan(K)

for any possible result K of this operation, the
probability of its onset will be

P(K) =2 P(A)P, (K)



Bayes formula

Letevents A,, A,,., A, represent a complete
system of events. If then K means the
arbitrary result of this operation, then the
probability that this arbitrary result was
due to g operation(1<g<n)

P(A)P, (K
o (1) - AP ()

> P(A)P, (K)




Bernoulli's Formula
P(ky=C,-p"-(1-p)"*

Clarification of the Bayes formula for
multiple tests

PP, A—pg) "

PKm (Aqs) ~ n
2 Rp(A-p)""



Most likely Is the occurrence of
events kg

np - (1-p) s ko<
S np+p

Moreover:

a) if the number np - qis
fractional, then there is one
most likely number kg;

* D) Ifthe number np-qis an
integer, then there are two
most probable numbers,
namely : ky and ky+1;

« ¢)Iif the number npis an

Integer, then the most likely
number ky = np..

0,25

0,2

0,15

0,1

0,05
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Bernoulli's theorem. The first
form of the law of large numbers

pA— p)

P(‘k = np\ > gn) < a
E N

P(k-np| < &n) >1- p(12— p)
EN

e, e - 8 n -+ g N

.................................... o



2. DISCRETE RANDOM VALUES

The Ia}lw of distribution

Z p; =1
i1

Polygon distribution or distribution of probabilities

2

A j

X3

2

2z
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Numerical characteristics of a
discrete random variable

Beginning moments Value of beginning and central moments
n
— S Al
O‘S[X]_zxi R p= 0;
= . ).
L IJZ_ aZ B al J

Central moments Us= Qs - 301024'2(113;

usIX1= (X, )R = a - day?as+3a,0s
=1

-4(]14 .
Average Dispersion

@y =My My MIXT, X 4, = Dy, DIX], Q2 q 0,2

DX:Z;XfPi—MZ[X] o, =D, Var, =~




Theorems on the properties of
the mean and dispersion
M(a + X) =a + M(X).
M(a-X) = a-M(X).
M(X+ X, + Xa..) = M(X) + M(X,) +M(X;) + ..
M(X; - X, - Xs...) = M(X) - M(X,) -M(X5)-...

D(a + X) = D(X).
D(a-X) = a>-D(X).
DX+ X, + X5...) = D(X,) + D(X,) +D(X;) + ..



Theorems on mean square
deviation (standard)

We have random values x,, x,, ..., X,
with standards d1, 9, --- Q5
arithmetic mean 5 =(X{+X,+...+X.)/Nn
results of n measurements.

Then the standard of this average, provided
that all standards are the same

Q_ 9

n  +n



Chebyshev's inequality
D(X)

P(X —M(X)|<&)=1-

2

P& - M(X)|<e)=1— ]
E - N

____________________ MK



3. CONTINUOUS RANDOM VALUES

Distribution function F(x) = P(X<x).
Properties: A il

Dx >k, RO [T

2) K_‘
3 F(-=0)=0
F (-|—OO) =1 _ZI-——'—’

Typical distribution
function graph




Distribution density

dF(x) _ £ (%)
Properties
1) %
[ f(x)dx=1
2) f(x)=0

/

F(x) = T f (x)dx

\ f(x)

N

AN

Typical form of distribution
density

\%



The probability of accidental
access to a given site

P(a =X <)=F(B) - F(a).

PasX<p) = j f (x)dx

Graphic interpretation ¢
f _______

[ P(a<X<p)




Numerical characteristics of continuous

random variables
Central moments
Beginningdoments o0

as[XT= [x*Fodx  pslX]= [(x-ay)* F(x)0
T f (x)dx =T f (x)dx Sk=pslo’

—Q0

Me
E, = ﬂ%y =3 Bitz-a)




The law of uniform density

f(x)=1/(B-a), npu a<x<pf
f(x)=0 npu x<a abo x>p
F(x) =0,

F(x) = (x-a)/(B-a), npn g <x< B
F(x) =1 npu x>p0

npu x<a;

A
mX:j X dx:(OH'B)
" P« 2
P :0‘2‘%f x_a;ﬂj a’x_(ﬁl_za)2




Exponential distribution law

A
00 0, npu x<0 i
X) = 0.5
A-e ™ npu x>0 0.4
03 1
. 0.2 4
0, npu x<0 0.1 x
0 .

5 10

F(x)=+

AeMdx=1-",npu x>0

r

M (x) = [ Axe#dx = 1
A

0

P(a<x<b)= e*-e*

1

© 1
D =|(x—>)°Ae ¥dx ==
X ! (x=2) "7 M.=-In0.5/1~0.69/A



Poisson's law

P :_a e_a m,=> m—e™* =a
" m! o m
o0 am
: — 2 - 2
Poisson’'s Law for DX—Zm —e " a" =

Various Values a m=0




Normal law and its parameters

| (x-m _)*
2
J(x)= e
o271
(x-m_)?
M(X)= ofxf()c)cz’)cz : Txe_ 0% dx=m
i o272, '
(x-m)?
I 2 o2 2
D(X)= j(x—mx) e 7 dx=0 ; m X
ON2T |
(x—m 2
(@<x<p)=[fodx=——Te ** a
Pla<x< = xX)dx = e - X
. O~N2T 3,
For odd for paired central moments

1 (X)=(S —2)0 15 ,(X)  p(X)=(S -l



Laplace's function
A fragment of the function 2 ¢
D(x) = —— [ dt
values table [ 4

£ —m

O

for quantile z =

z | 9@ |z | P | z | P | z | P | z | N

! ! 0,1 008 | 02 01598 03] 0236 | 040,311

05 | 0383 | 06 | 0451 | 07 | 05316 | O& | 0576 | 09 ]0,632

Lo [ 0ess |11 | 0728 | 12 1000 13| 0806 | 140538

Lo [ 0866 | 16 | 0830 | 17 | 0311 ] 1a | 0398 | 131035

0 10955 7 25 | 0%s | 30 | 0997 | 40 0995 | 501 1




Laplace theorems

Integral
P(k;; k,) = ®(k,) —D(k,)

Deviation of the relative frequency from the constant probability
of independent research

[ p( ngzzq{g L]
rq

Pq

m
— P
n




Other distribution functions
Gamma function

DI =r2)=1 [(a)=[x"'e dx

i

2) T(a+)=a-T'(a) npu ov>0;

3) @ _Jz.

2
Hi-square (A

F(z*)=P(z> < z2) =" zzr@ °

E:i!:mn’!



Student distributing

Kpnma
HOMATEHOTO
{030y

J(@)=58(tv) =

r v+1 i
2 t*) 2
A1 1+— , —0
\/m/-l“(;j v

Fisher distribution

| TR [T

L0 70




The concept of the theory of
mass service

k
P (t) = (A1) P(t)=e" p=Alv

k!
K
, _P .
with 1 <k <n pk—W,OO,
k !
with K >n L = 'On_k Lo

n k n+1

Where o = P P . p <N
=l 2 i) |

po=0



The concept of the theory of
reliability
F(ty=P(T<t)=1-¢* (A>0) P@t)=e™*

The probability of failure-free operation in the interval t, - t

P(AB) — e—ﬁ(to-l-t) — e—ﬁto e—ﬂl‘

The probability of failure-free operation in the interval t, — t, if he has
already worked without fail in the previous interval 0O- t,

P(AB) e ™ .e*
PA(B) = P(A) — e—/ItO = e

The probability of failure-free operation with the reserve

I:)n (m) = Zcrrr]:n pm+i (1_ p)m—i
1=0




Central boundary theorem

Lyapunov's theorem

(V=M (Y))*

2
20
Yn

1 y
PKY <vy)P > e
n <Y 5o V27 oy _'[o

Muavr-Laplace theorem

Pla<y, Sb)z%[q{b_"pj—q{a_"pj}
npq npq

dy




4. BASIC CONCEPTS OF MATHEMATICAL STATISTICS

MaX

(Kmax

X X

min)'I J — max —“min

()= X +

[ [ T [T T T 1

[ [ [ T T [ 1

op  1+3,332-h N

Histogram,

1—1
I: (d i ): E kl 0,9000
0,8000 u
1=0 0,7000 a
0,6000 —TH
0,2000 0,500 L
0,1800 7\ f - 0.4000 L
0,1600 f f 0.3000 L
]
’ / \ / 0,1000 —~HHHF
g;ggg ] NI 00000 +— L 1
0,0600 ¢ > @'\9@ 'brﬁ;b\ @cﬁ /\,\@"
0,0400
0,0200
0,0000 :
0,00 500,00 1000,04
polygon and cumulants.




Estimates of the numerical characteristics
of arandom variable

@[X]Z%%Xis /@[x]:%i(xi_@s
=1
N i
MEX] = o BEX] = A& uz—Néxi o
(5%x) &x)
X)= —
var(X) I\S?(X) K var(X) N

COV(X,¥) =Ry, =3 (%, ~ B (Y, ~ )

RXY

cor(X,Y)=r, =—"—
o - %



The law of large numbers. Chebyshev's

theorem
Iimp(1 Xi—EZI\ﬁ(Xi) <6‘j:1
N—o0 N i—1 N 1

ime{[£325 - oo] <2 -

N—o0




Trust interval

P(| olx]- #xXlj<g)=p  SX]1-2<O[X]<&X]+s

_ B 0,8N +1,2
Em _&U(ﬁ) Ep = I§<L~/7(IB)\I N(N _1)
Epi :ﬂ(ﬁ)\l k|(1l\_|k|) @:NE

N

He JI(f)— 3BOpPOTHEe 3Ha4YeHHA yHKUII
Nannaca gns KBaHTUNA Tabnuui z= X~ My

Oy



Assigning a random variable to a
particular distribution law

P(x;<x<Xi;1) = F(Xjs1) — F(X;)

d —k 2
XZZnZ(pl |)
-1 P;

r=d-s-1
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